
Market Share, Market Value and Innovation in a Panel of British Manufacturing
Firms

Richard Blundell; Rachel Griffith; John Van Reenen

The Review of Economic Studies, Vol. 66, No. 3. (Jul., 1999), pp. 529-554.

Stable URL:

http://links.jstor.org/sici?sici=0034-6527%28199907%2966%3A3%3C529%3AMSMVAI%3E2.0.CO%3B2-5

The Review of Economic Studies is currently published by The Review of Economic Studies Ltd..

Your use of the JSTOR archive indicates your acceptance of JSTOR's Terms and Conditions of Use, available at
http://www.jstor.org/about/terms.html. JSTOR's Terms and Conditions of Use provides, in part, that unless you have obtained
prior permission, you may not download an entire issue of a journal or multiple copies of articles, and you may use content in
the JSTOR archive only for your personal, non-commercial use.

Please contact the publisher regarding any further use of this work. Publisher contact information may be obtained at
http://www.jstor.org/journals/resl.html.

Each copy of any part of a JSTOR transmission must contain the same copyright notice that appears on the screen or printed
page of such transmission.

The JSTOR Archive is a trusted digital repository providing for long-term preservation and access to leading academic
journals and scholarly literature from around the world. The Archive is supported by libraries, scholarly societies, publishers,
and foundations. It is an initiative of JSTOR, a not-for-profit organization with a mission to help the scholarly community take
advantage of advances in technology. For more information regarding JSTOR, please contact support@jstor.org.

http://www.jstor.org
Tue Jun 26 17:33:42 2007

http://links.jstor.org/sici?sici=0034-6527%28199907%2966%3A3%3C529%3AMSMVAI%3E2.0.CO%3B2-5
http://www.jstor.org/about/terms.html
http://www.jstor.org/journals/resl.html


Review of Economic Studies (1999) 66, 529-554 
0 1999 The Review of Economic Studies Limited 

Market Share, Market Value and 

Innovation in a Panel of British 


Manufacturing Firms 

RICHARD BLUNDELL 

University College London and Institute for Fiscal Studies 

RACHEL GRIFFITH 
Institute for Fiscal Studies 

and 

JOHN VAN REENEN 
University College London and Institute for Fiscal Studies 

First version received August 1995; $rial version accepted July 1998 (Eds.) 

This paper examines the empirical relationship between technological innovations, market 
share and stock market value. New developments in the estimation of dynamic count data models 
are used to control for unobserved firm specific heterogeneity. We find a robust and positive effect 
of market share on observable headcounts of innovations and patents although increased product 
market competition in the industry tends to stimulate innovative activity. Furthermore, the impact 
of innovation on market value is larger for firms with higher market shares. We argue that our 
results are consistent with models where high market share firms have incentives to pre-emptively 
innovate. 

1. INTRODUCTION 

A recurrent question in industrial organization is whether market power encourages or 
inhibits firms from innovating (Schumpeter (1939)). Although a large number of empirical 
studies have found that dominant fisms tend to have higher rates of research and develop- 
ment (R&D) and innovate more (e.g. Scherer (1967)) the literature remains controversial 
for at least two reasons. First there is the issue of interpretation; why does market domi- 
nance enable firms to be more innovative? Second, is the correlation evidence of a causal 
effect of market structure on innovation or rather a statistical artifact? 

In interpreting the effects of market share many authors have considered the strategic 
incentives arising from current and expected product market power. Gilbert and Newbery 
(1982), for example, argued that in an auction model of R&D incumbent monopolists 
had greater incentives to search for innovations than potential entrants because total 
industry profits decrease when more firms share the market. This externality or "efficiency 
effect" is internalized by the incumbent but ignored by the entrant. Thus the monopolist 
will tend to innovate more and industry evolution will be characterized by persistent 
dominance. More recent theoretical contributions have stressed that the efficiency effect 
is still important in models that allow for continuing duopoly (i.e. where both firms enjoy 
positive market share in equilibrium), sequences of innovation and uncertainty.' 

1. See Budd, Harris and Vickers (1993); Harris and Vickers (1987), for example. Beath, Katsoulacos and 
Ulph (1995) point out that even in the context of a simple auction model industry equilibrium may be charac- 
terized by action-reaction for markets where firm costs are similar and innovations are small. 
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A traditional interpretation of the innovation-market power correlation is that fail- 
ures in financial markets force firms to rely on their own supra-normal profits2 to finance 
the search for innovation. The availability of internal sources of funding ("deep pockets") 
are useful for all forms of investments, but may be particularly important for R&D. 
External sources of finance may be more expensive (due, for example, to asymmetric 
information) and there is the risk that rival firms could acquire valuable information if 
a firm seeks external funding for its innovation projects (e.g. Bhattacharya and Ritter 
(1985)). 

The more cynical line of reasoning is that the correlation of high market share and 
innovation is merely a statistical artifact. A priori there are as many theoretical reasons 
to expect a negative correlation between market power and innovation as a positive one. 
Reinganum (1983), for example, points to the "displacement effect" facing a monopolist 
who will be disinclined to win a stochastic patent race too quickly as her existing stream 
of rents will be displaced by an entirely new stream of rents. The challenger has no such 
qualm^.^ 

The empirical relationship between innovation and market share could be artificial 
for at least three reasons. First there is reverse causality: firms who innovate will grow 
and therefore have higher market shares. Most econometric estimators in the empirical 
innovation literature rule out these kind of dynamic feedback effects by assumption. A 
second problem relates to unobserved heterogeneity deriving, for example, from the differ- 
ent technological opportunities and appropriability conditions facing firms. Finally, the 
association could be spurious because of poor quality data. The commonly used measures 
of innovation are Solow residuals, R&D expenditure and patents, yet all have serious 
difficulties. Solow residuals relate to diffusion and are correlated with market power by 
con~t ruc t ion .~R&D is not reported by many firms, is an input rather than an output and 
is often allocated in a somewhat arbitrary fashion in firm accounts. Patents are not always 
implemented as innovations and many innovations are not patented. These problems are 
not purely econometric concerns. The results from applied work on market structure and 
innovation have been disturbingly sensitive to data source and estimation technique.5 

In this paper it is argued that by looking at the relationship between market share 
and innovation together with the impact of market share on the relationship between 
innovations and corporate stock market value it is possible to shed light on the importance 
of the incentive to innovate. If the "efficiency effect" is important then one would expect 
a systematically higher pay-off to the innovations of high market share firms than to those 
of low market share firms. The main aim of this paper is to establish the relationship 
between innovation and market share on the one hand and stock market value and innov- 
ative activity on the other. This is carried out using firm-level panel data with a headcount 
innovation measure of major new technological breakthroughs. We test the robustness of 
the results by examining an alternative measure of innovative output (patent counts) and 
by examining a particular industry in greater detail (pharmaceuticals). 

2. There are other arguments why ex nnte market power facilitates innovation: uncertainty may be lower 
in concentrated markets, new innovations may be complements to old ones, and so on. Note that expost market 
power is less controversially regarded as a necessary incentive to innovate in the presence of spillovers. This is 
why there are patent laws. See Fisher and Temin (1973) for a discussion of Schumpeter and the size-R&D 
relationship. 

3. In cases of drastic innovation in a one-shot patent race the efficiency effect is unimportant and the 
challenger will invest more. Henderson (1993) uses this fact to empirically distinguish between the two types of 
nlodel. 

4. See Ha11 (1988). 
5. See the survey by Cohen and Levin (1989), for example. 
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The long time series of the innovations count and market value data for each com- 
pany is used to tackle some of the fundamental empirical difficulties plaguing other work. 
We develop an estimator in which the pre-sample information on innovations replaces 
the unobservable firm fixed effect. The estimation problem is one of missing data in which 
we Bave a long panel for innovations but only a short panel for the explanatory regressors. 
Our proposed estimator works provided the individual effects can be estimated from the 
pre-sample observations on innovations alone. Using the pre-sample information on inno- 
vations to define an entry innovation stock for each firm enables us to strip out many of 
the unobservable advantages enjoyed by different firms in order to identify the effects of 
market structure on a firm's likelihood to innovate. We are also able to look at how the 
stock market's valuation of a firm's innovation (assumed to reflect the true private econ- 
omic value) varies with its innovation stock, again using a measure of the presample level 
of market value to control for unobservable characteristics. 

The structure of the rest of the paper is as follows: Section 2 outlines a simple model 
of innovation, market share and market value and Section 3 details the empirical strategy 
and estimator. Section 4 discusses the data and presents the main results. We examine the 
robustness of our findings by investigating heterogeneities across industries (Section 5) 
and repeating the analysis using patents as an alternative measure of innovative output 
(Section 6). The final section offers some concluding remarks. 

2. A MODEL O F  INNOVATION AND MARKET VALUE 

A key focus of interest in this paper is the estimation of an innovations equation. Typically 
this takes the form 

Ii,=f(x,,,u,,) f o r i = l ,  . . . , N and t = 1 ,  . . . ,  T, (2.1) 

where x,, is a vector of firm i characteristics (such as lagged market share), industry charac- 
teristics and macro-economic conditions. Unobservables are represented by the term uir, 
the properties of which are discussed in great detail in the next section where we develop 
our estimation strategy. Following Blundell, Griffith and Van Reenen (1995b) this 
relationship is derived as the outcome of a firm's optimal search rule for innovation. The 
search process is assumed to generate innovations in future periods. Thus the x, in (2.1) 
will consist solely of lagged variables. 

In common with other models of innovations6 the specification begins with the basic 
problem of a firm attempting to maximize its value Vl, conditional upon its current infor- 
mation set. The value-relevant information will include current and expected future prices 
of various tangible and intangible capital stocks. Strategic considerations imply that prod- 
uct market structure will also be relevant to the current expected value of the firm. The 
value function is of the following form 

in which current net cash flow is n(G,,, K,,, MS,, W,), depends on market share (MS,,), 
fixed capital (K,,) and knowledge capital (G,,). In (2.2) cp is the firm's discount factor 
(assumed constant over time) and E, is the expectations operator conditioned on the firm's 

6. See Reinganum (1989) for a survey. A close antecedent to the model in this paper is by Pakes (1985) 
who estimates a patents, R&D and market value model. He takes a dynamic factor approach which places 
exclusion restrictions on the form of each equation. Unlike our paper, however, he does not attempt to examine 
strategic effects in the product market or explicitly model the count data properties of the patents series. 
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current (t-dated) information set. Other inputs are maximized out of the problem and 
replaced by their optimal values which depend on a vector of relative prices W,. 

It is assumed that the firm's stock of knowledge depends on a distributed lag of the 
current and past flows of innovative activity 

where 6 is the rate of stock depreciation. Economically useful knowledge depreciates 
because other firms can imitate innovation, personnel move and machines wear out. The 
model for innovation is closed by equating the marginal cost of search with the marginal 
benefit. Given the relationship between search and innovation, the resulting specification 
expresses current innovation in terms of past values of observable firm specific variables 
including innovation stock, market share, capital stock, industry and macro-economic 
conditions and unobservable firm specific heterogeneity. This places our estimating equa- 
tion for innovations in the form (2. l) with xir a function of MSit- l ,  K,,- l ,  etc. 

There are several interpretations of a positive coefficient on the market share variable 
in the innovations equation. One interpretation is that strategic considerations imply that 
the marginal benefit of an innovation (an additional increment to the firm's innovation 
stock, G) will be more valuable to a leader with high market share than a follower with 
low market share. Thus the leader will tend to invest more in search and therefore inno- 
vate more frequently. If this is the case we would expect innovation stocks to be more 
highly valued in high market share firms. We investigate this possibility by estimating two 
possible forms of the market value equation. 

In the first approach we adopt a simple linearization of the value function based on 
Griliches (1 981)7 

The equilibrium value of the firm relative to the replacement value of its tangible assets 
(V,,/K,,) may deviate from the expected value of unity due to the presence of intangible 
capital (for example, G,) or the existence of imperfect competition in the product or 
labour markets as captured by K,, (so the direct effect of MS will enter through K,,) .  The 
firms' market share, M S , ,  is the key strategic variable used to examine the Gilbert and 
Newbery hypothesis. If high market share firms gain a higher return from innovating then 
this will be reflected in a positive value of yl in (2.4).8 Taking logs and using the approxi- 
mation In (1 + x )=x  gives an empirical value equation of the form 

The second approach is to estimate the impact of innovation on the change in market 
value. However, technological innovations are not necessarily surprise innovations. Other 
features of the history of innovative activity, the product market structure and the firms' 
financial structure, are likely to influence the probability of an innovation taking place in 
a predictable way. Those innovations that have been anticipated will already be capitaliked 
into the value of the firm. For example, a firm with an historically high level of innovative 

7. See also the subsequent empirical development of this literature in, for example, Jaffe (1986) and 
Griliches, Hall and Pakes (1991). 

8. This issue of whether market share or firm size per se is the relevant variable is discussed in Section 5. 
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activity may be more likely to innovate in the future. One way around this is to look at 
the unexpected change in value. From (2.2) we find 

The term n,-E,-,n,represents the immediate "surprise" pay-off and the next term 
describes the unexpected revision to the discounted future value of the firm. What is 
important for V,, -E, Vl, is the deviation of the actual innovation activity from its -

expected level. In the empirical investigation particular attention is paid to the interactions 
of deviations and market share. 

An alternative interpretation of the coefficient on market share in the innovations 
equations is that it reflects the firm's ability to finance research activity. Under this view, 
market share enters the value function because it reduces the effective price of search 
faced by the firm. There is no necessary implication that firms with "deep pockets" will 
be rewarded with higher market value when they actually innovate. Indeed, on the margin, 
the value of innovations for these firms may well be lower than for firms who are more 
financially constrained. Nevertheless, we also investigate this alternative rationalization of 
the market share effect by (a) including direct measures of cash flow into our main inno- 
vation equations and (b) examining the role of total firm sales in an industry specific 
examination of the innovations equation. 

In summary, the objective of our empirical study is to estimate the effect of market 
share on innovations and the effect of innovation, interacted with market share, on stock 
market value. The difficulty for empirical analysis is in indentifying these effects in the 
presence of firm specific unobservables and the feedback mechanisms that are implied by 
the model. 

3. THE EMPIRICAL STRATEGY FOR A PANEL O F  FIRMS 

Although many of the statistical issues will be common to the estimation of the stock 
market value equation and to the estimation of the patents and market share relationship, 
we turn first to the estimation of the innovation equation. Since the actual number of 
recorded innovations in any period t by company i is a non-negative integer it is natural 
to model the conditional mean as a multiplicative or log-link function of explanatory 
factors. That is 

E(I;r Ixir, qi) = exp (xirp + qi), (3.1) 

=p,vj f o r i = l ,  . . . , N and t = 1 ,  . . . ,  T, (3.2) 

where pl, = exp (x:,P), xi, is the vector of observable explanatory variables including the 
lagged values of MS,,, Ki, and G,, described above. These are assumed to be stationary. 
The term q j  represents an unobservable (to the econometrician) individual firm specific 
effect reflecting any permanent differences in the level of innovations across firms and 
v,= exp ( r 7 , ) .  

Even given the measured characteristics, some companies are likely to have perma- 
nently higher innovation levels than others due to omitted firm specific effects. These 
omitted effects are captured by q ,  in (3.1) above and are also likely to be correlated with 
included observable factors. Two issues arise from such a specification. The primary issue 
is how can p be estimated in the presence of fixed effects q i  which may be correlated with 
x,,? The secondary issue is how should dynamics be allowed for in such a model-is it 
sensible to enter the lagged knowledge stock variable G , ,  in the exponential mean? 
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3.1. Corre1atedJir.m speciJic effects 

There are a number of proposals for estimating count data models which contain corre- 
lated individual effects. The standard estimator is the conditional maximum likelihood 
estimator (CMLE) developed by Hausman, Hall and Griliches (1984). This considers the 
Poisson likelihood conditional on the sum of innovations cT=, I,,for each i = 1 , . . . ,N, 
this sum being a sufficient statistic for q, in the Poisson model. The resulting estimator is 
the log-link equivalent of the within groups estimator for the linear panel data modeL9 It 
is analogous to replacing the multiplicative fixed effect vi in (3.1) by the ratio of means. 
As in the case of the within groups estimator for linear panel data models, consistency 
(large N, fixed T) of the estimator relies on the strict exogeneity of the observable explana- 
tory factors x,,. This is clearly ruled out by the inclusion of predetermined variables such 
as GI,- and MS,,- in our model specification. 

Recently, Chamberlain (1992) and Wooldridge (1997) have suggested a quasi-differ- 
encing Generalized Method of Moments estimator GMM(qdif) that mimics the standard 
first differenced GMM estimator for linear panel data models with predetermined 
regressors.10 The quasi-differenced transformation for the model given by (3.1) may be 
written 

Chamberlain (1992) and Wooldridge (1997) notice that instruments dated t or before will 
be orthogonal to s,,(P) and therefore the moment conditions 

E(s,,x,,) = 0, for t Zs, (3.4) 

can be used to construct a GMM estimator for P .  
The transformation (3.3) can be viewed as replacing the first differenced transform- 

ation for the standard panel data model with the quasi-differenced (qdif) transformation. 
The precision of the GMM(qdif) estimator requires that functions of the 
x,,,x , , - ~ ,. . . . ,X,O and I,,-,,Zit-,, . . . . ,Ilovariables are good instruments for the differ- 
ence term exp ((x,, -x,,+ l)'P)Iil+ . This is likely to be a particularly difficult requirement 
to satisfy when the x ,  are highly persistent, as is the case for the market share variable in 
our empirical analysis below. As a consequence, the precision of this quasi-differenced 
estimator may be poor for application to the type of data used in this paper. This motiv- 
ates our search for alternative methods of controlling for correlated fixed effects in count 
data models with predetermined regressors. The issue of weak instruments for this quasi- 
differenced GMM estimator is further investigated below in a small Monte Carlo 
simulation. 

3.2. An alter.nutive estimator. 

One interpretation of the fixed effect in the innovation equation is that it reflects the "entry 
level innovation knowledge stock" of each firm. That is the stock of past innovations at 
the beginning of the panel sample. This interpretation is particularly attractive for our 
empirical implementation since, for each fimi, we have a long pre-sample history of,the 
innovations count. This can be used to construct an entry stock measure of the firm's 
permanent level of innovations. 

9. See Blundell, Gsiffith and Windmeijer (1996), for example. 
10. See Arellano and Bond (1991) for a detailed discussion of the standard G M M  estimator for the linear 

dynamic panel data model. 
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To derive this new estimator based on the pre-sample mean of the innovation series 
we first write the stochastic specification of the model for innovations as 

where v,, is assumed to have mean zero conditional on x,, and q ,  and finite variance. 
Suppose the pre-sample size is TP, and consider taking averages of (3.5) over the pre- 
sample observations t = 0, - 1, - 2, . . . , - TP:  

, = o  TP-'I,, =c-" T P - I  exp [x:,P+ q,]+ TP-'v,, 

Taking probability limits as the pre-sample size TP+a we have 

In (Tp+L 
TP-'I,.) = ln (TP+ L TP-' exp [x:,P]plim

plim 

Now suppose that the stationary distribution of x ,  for each i is multivariate normal 
with mean $q, and variance covariance matrix R,., suppose also that we define 
n7,,=plimTP+.Lxi2 T P - I I , ,  then 

or simply 

Substituting for q ,  the log link model (3.1) now becomes 

where 6 simply adjusts the constant term in P. The multivariate normal assumption on 
xi, can clearly be generalized to other distributions by adding terms in the higher moments 
to (3.6). All we require is that these moments be constant across i and linear in q , .  

In estimation we suggest using the pre-sample mean of innovations for each firm 
Lo = xi5 TP-'I,,, to replace wzio in (3.7). With the assumptions on vi, and xi, in place any 
moment estimator based on (3.7) with 50 replacing mi,,will be consistent for large TP. 

The estimation problem can be interpreted as one of missing data in which we have 
a "long T" panel for I,, but a "short T" panel for x,,. The proposed estimator works 
provided the individual effects can be estimated from the history of observations on I 
alone. The idea of using past observations to remove the bias from unobserved hetero- 
geneity has its antecedent in the work of Chamberlain (1982). In particular he considered 
the use of long lags in regressors. In contrast, our suggested estimator is based on past 
values of the dependent variable and uses values dated before the estimation sample. This 
has a distinct advantage in the case of weakly exogenous (pre-determined) regressors since 
the measure of the fixed effect is based exclusively on pre-sample information. As a result 
it will be uncorrelated with any subsequent shocks to the innovation equation. Using the 
pre-sample mean of the innovations as an estimator for unobservable firm differences in 
innovations is likely to behave better than the GMM(qdif) estimator for the case of per- 
sistent regressors. This is confirmed in our Monte Carlo analysis and is also reflected in 
the performance of the two estimators in the application. 

This approach requires that all the permanent effects are captured through the entry 
innovation stock However, it may well be that the x,, process has additional individual 
effects. Among other things this may reflect permanent differences in the (mis-)measure- 
ment of market share across firms. As the pre-sample values of the majority of the x,, 
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variables are unavailable, in our empirical analysis as a robustness check we consider a 
further alternative estimator that includes taking deviations from the initial values xlo.  
This is analogous to 

-
If0 

= exp (x:,P)-+ui, (3.9)
Pi0 

where pie = exp (xioP) and ~ ( u i ~  lxit, Lo, pie) =0.Here that ratio & o / ~ , o  is being used to 
approximate the fixed effect v, in (3.2). 

As noted above the consistency of the pre-sample mean estimator requires a long 
pre-sample history and will not hold exactly for finite pre-sample time periods. However, 
evidence from the Monte Carlo simulations below suggests that where the x,, display slow 
movement over time, the estimators based on approximating the multiplicative fixed effect 
using pre-sample information can perform well, even in cases where the quasi-differenced 
GMM estimator behaves poorly. 

3.3. Incorporating lagged dependent variables 

Next we turn to the introduction of dynamics and the specification of the lagged know- 
ledge stock variable GI,- From (2.3) G,,- can be seen to be a simple distributed lag of 
past innovations 

where d(L) = 1+ (1 - + , . ,6)L + (1 - 6 ) 2 ~ 2  and L is the lag operator. We consider two 
alternative dynamic specifications. The first is the linear feedback model (LFM) which 
takes the form 

(  I  ,  xit, qi) = @Gi~-i+exp(x:,P + vi), (3.1 1) 

with 6 >0.This model is based on the integer-valued autoregressive (INAR) process." 
The stability of this model can be assessed directly from the AR coefficient. The (partial) 
long-run effect, assuming stationarity and ignoring any feedback through the x,,, is given 
by PE(I,,) and the short-run effect is given by P[1 - (@/(I- 6))]E(Iit). 

As an alternative dynamic specification we consider the multiplicative feedback model 
(MFM) given by 

= (G~"))"(D~~) '  (3.12)exp (xj,P)v,, 

in which Dl, is a binary indicator which is unity when GI,- ,>0.In this model the nonlinear 
dynamic makes it difficult to judge the stability properties of the model and the potentially 
important feedback parameter a ,  is sensitive to large innovation counts. The different 
parameterization between the two models implies that, in the comparison to the LFM, 
PE(I,,) in the MFM model measures the short-run impact of a change in x,,. In the 
application below both models are found to yield similar estimates for the main paiam- 
eters of interest, although a non-nested comparison between the two specifications sug- 
gests a preference for the LFM specification (3.11). The quasi-differenced and pre-sample 
adjusted estimators can be easily adapted for each of these dynamic specifications. 

11. See Blundell, Griffith and Windmeijer (1999) and McKenzie (1988), for example. 
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3.4. A Monte Carlo cornparison 

Before turning to our application, we present a small Monte Carlo examination of the 
comparative finite sample properties of the quasi-differenced and pre-sample estimators 
for the dynamic count data model.12 The design is chosen to closely match the sample 
properties of the innovation and market share series in the company data set used in the 
application below. 

xIt= I + (1 -~ ) < 7 7 ~  -p2uIr, (3.13)P X , ~  + d l  

ult-N[O, 021, (3.14) 

with p = 0.95 and 02 = 0.015. The highly autoregressive property of the x, series is gener- 
ated to mimic the market share series. For example, using the Arellano and Bover (1995) 
GMM estimator, we find a first-order autocorrelation coefficient (standard error) of 0,944 
(0.117) on market share in our data. 

TABLE 3.1 

Monte Carlo simulatiofz results 

Ci / B 
Mean bias (SD) Mean bias (SD) 

Uncorrelated fixed effects 
Levels 0.391 (0.013) 
Pre-sample mean 0.094 (0.039) 
Quasi-differencing -0.005 (0.055) 

Correlated fixed effects 
Levels 0.393 (0,025) 
Pre-sample mean 0.091 (0.038) 
Quasi-differencing -0.007 (0.067) 

We consider the case of uncorrelated fixed effects (<=0) and correlated fixed effects 
(<= 0.01). The count process is simulated from a Poisson with conditional mean 
specification 

with the fixed effect given by 

and the stock variable generated according to 

where a =0.195, /3= 1.0, 6 -  0.3 and 02,= 0.75. The sample size is N =  350 and the full 
sample period is forty years,'3 we use 29 years for the pre-sample period for yif and 11 
years as the sample estimation period. 

The properties of three estimators are considered: (i) a GMM estimator on the levels 
model assuming no fixed effects, (ii) the pre-sample mean estimator (3.8) and (iii) a quasi- 
differenced G M M  estimator. The mean bias and standard deviation are presented in Table 
3.1 for 1000 replications of x and y. The levels GMM estimator shows the expected 
upward bias when correlated fixed effects are present. Although the quasi-differencing has 
a smaller bias it has, as expected for the case of highly autoregressive regressors, 

12. A general set of Monte Carlo simulations for dynamic count data models is given in Blundell, Griffith 
and Windmeijer (1999). 

13. We calculate 20 additional initial periods to insure that the results are invariant to starting values. 
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a very large variance and therefore RMSE. The mean scaling estimator, on the other 
hand, exhibits some downward bias but appears fairly precise. 

3.5. A statistical model for rnavket value 

To implement the estimation of the value equation (2.5) we need to provide a specification 
of the stochastic term K,,. This is modelled as using the following multiplicative specifica- 
tion in observable and unobservable factors 

xi, = exp (z:,P + v i+ u,,), (3.15) 

where z, may include predetermined (weakly exogenous) factors such as lagged values of 
G, and Kit, vi are permanent unobservable components and u, represent transitory shocks. 
Given v,, the error terms u,, will be assumed to be serially independent. 

As in our discussion of controlling for firm specific effects in the innovation equation, 
the firm specific effect v iin (3.15) can be dealt with in a number of ways. Our first approach 
measures individual permanent effects using pre-sample information on the stock market 
value and capital stock. Just as in the discussion of the pre-sample mean estimator for the 
innovation equation, this exploits the availability of a long history for V,, in the data set. 
The linearity of the relationship means that a form like (3.7) can be derived without 
placing restrictions on the second order moments of the explanatory variables. Although 
for the tangible capital stock there is a much shorter pre-sample history available, the 
slow evolution of this variable means that the permanent level can be pinned down with 
relatively few observations. Given this measure of v,, P can be estimated consistently using 
a moment estimator based on the covariance restriction E(ui,z,,) = 0. 

As an alternative approach to dealing with the presence of fixed effects, a moment 
estimator for the levels equation is used which controls for individual effects following 
the Arellano and Bover (1995) suggestion. In this method the levels equation (2.5) is 
estimated using instruments that are the lagged differences of the explanatory variables. 
Blundell and Bond (1998) show this to be a particularly attractive alternative to the stan- 
dard first differenced GMM estimator for linear dynamic panel data models in which the 
explanatory variables are highly autoregressive. 

Finally, we examine the relationship between technological innovation and firm per- 
formance by considering the impact of a "surprise" innovations on the growth of market 
value. The innovation "surprise" is constructed as the difference between the predicted 
number of innovations as estimated from the preferred model (3.11) and the realized 
outcome. Thus we construct the "innovation in innovation". Only the unexpected compo- 
nent should have significant effect on the growth in the firm's market value according to 
equation (2.6). The aim will be to see whether the effect of an innovation varies systemati- 
cally with the market share of the firm. 

It is likely that this last estimator will be particularly sensitive to misspecification. 
Transforming the variables into growth rates clearly remove firm specific effects but pre- 
sents severe practical difficulties for at least two reasons. First, as noticed by other 
researchers in the patent valuation literature (e.g. Griliches (1990)), differences in the stock 
market valuation contain a large noise component. Looking for the effect of innovation 
is like searching for a needle in a haystack. This is primarily due to the problem of dating. 
We are considering a large event window-an entire year-when there were many more 
value-relevant events than innovation. Additionally the calendar year and the accounting 
year often do not coincide. Secondly, and more deeply, there is the problem that infor- 
mation leaks out before the event of an innovation so the market has already partly 
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discounted its value. Some of this information is in our data and we can try and predict 
innovations. Some of it is clearly unobserved. Both of these factors will tend to make it 
difficult to reject the null that innovations have no effect on the revisions in firm market 
value. 

4. RESULTS 

4.1. Data description 

This model is applied to firm level data including information from company accounts 
(Datastream), share price information, a count of innovations from the Science Policy 
Research Unit (SPRU) and a count of patents registered at the U.S. Patent Office. Indus- 
try level information on imports, concentration and union density is also utilized. The final 
sample contains 3551 observations from 340 manufacturing firms listed on the London 
International Stock Exchange for which at least nine continuous years of data exist 
between 1972 and 1982 (see Data Appendix for details). 

Innovation is a count of "technologically sign8cant and commercially important" 
innovations commercialized by the firm. Innovation stock, G,,, is measured as in equation 
(2.3).14 As described in Section 3 the measure of the individual specific fixed effect is the 
mean pre-sample innovation count. This is supplemented with a dummy variable equal to 
one if the firm ever innovated in the pre-sample period. This captures the fact that firms 
who never innovate may be qualitatively different from those who innovated at least 
once.15 

Market value is measured by the product of the company's outstanding shares and 
the price of these shares on the last day of the year, plus outstanding debt. This was 
chosen to get the best match possible between the innovations dating and the market 
value of the firm.16 Tangible capital stock is the replacement value of a firm's capital 
stock. Concentration is the proportion of sales in a firm's industry that is accounted for 
by the five largest domestic firms, and import penetration is the value of imports over 
home demand in the firm's industry. Union density is the proportion of workers who are 
members of a trade union in the firm's industry. The user and producer innovation stock 
variables are constructed as in equation (2.3) by using the count of innovations that were 
used and produced in the firm's industry. These pick up rivalry and spill-over effects. 
Market share is the company's sales divided by total industry sales. A firm's industry was 
defined as its principal operating industry at the 3 digit level. It would be preferable to 
construct a measure of market share at a more disaggregated level, but this information 
is not available from company accounts. Controlling for fixed effects removes some of 
the measurement error in MS that is permanent over time. The capital stock of the firm 
is a control for size, but it may be that some of the effect attributed to MS reflects from 
size. This is examined in Section 5 where we focus on a particular industry and compare 
sales with market share. Descriptive statistics and sources of the variables are shown in 
Appendix A. 

14. A depreciation rate of 30% was used, although we report experiments with alternative depreciation 
rates (which made little difference to the qualitative results reported below). 

15. The initial stock of innovations is included in its logged form in estimation. For firms that have zero 
pre-sample information we use the log of an arbitrarily small constant and let this dummy variable estimate its 
level. 

16. An average of the price in the last three months of the year was also used with little effect on  the 
results. 
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4.2. Innovation equation results 

Table 4.1 shows the estimates of the innovation-market share relationship. In each case 
the log-link model (3.1) is estimated with each column relating to different specifications 
regarding permanent effects and dynamic feedback. The numbers in italics are standard 
errors and allow for general heteroskedasticity across individuals and autocorrelation and 
over time. 

In column (1) estimates of the model without dynamics or any control for fixed effects 
are presented. There is persistent serial correlation17 which could indicate the presence of 
permanent heterogeneity. From the discussion of the various alternative hypotheses 
regarding the determination of firm's innovative behaviour, it is the signs and magnitudes 
of the coefficients that are of direct interest. Market share enters positively and is quite 
precisely determined. Industry concentration is negatively associated with the number of 
innovations. Import penetration, possibly capturing a trade effect, is positively associated 
with innovation. Although it is the firms with larger market share that are more likely to 
innovate, the overall impact of competition on the aggregate number of industry inno- 
vations is positive. Firms appear to innovate less in downturns as indicated by the negative 
effects of the recession dummies of 1973-1974 and 1980-1982. This procyclical innovative 
activity may be driven by the desire to capture rents when demand is buoyant. The indus- 
try knowledge variables enter with opposite signs. G-User is the stronger and positive 
effect which could reflect either complementarities in the production of innovations or 
rivalry effects. 

In columns (2)-(5) measures of the mean pre-sample count of innovations are 
included to control for permanent differences in firms' propensity to innovate. Evidence 
that this controls for firm specific effects is given by the reduction in persistent serial 
cor re la t i~n . '~Dynamics are included in column (2) and modelled multiplicatively, as given 
by the multiplicative feedback model (MFM) shown in equation (3.12). An alternative 
dynamic specification, the linear feedback model (LFM), given by equation (3.1 I), is con- 
sidered in columns (3)-(6). The interpretation of the coefficients is not the same across 
these alternative dynamic specifications (see discussion in Section 3.3). The MFM model 
shown in column (2) implies a short-run impact of market share on innovation of 0.15 
while the short-run impact implied by the LFM specification in column (3) is 0.16. The 
elasticity of innovation with respect to market share evaluated at the mean market share 
using the MFM model19 is 0.08, while under the LFM~'it is 0.10. The market share result 
is robust to these alternative dynamic specifications. 

A comparison of the competing non-nested specifications can be made using the J 
~tat is t ic .~ 'The test regression of the model in column (2) of Table 4.1 vs, column (3) gives 

indicating that the LFM is strongly preferred. 
As a check on the robustness of our results we consider transforming the firm level 

variables into "long" differences from their initial pre-sample values (see equation (3.8)). 
This leads to the expected loss of precision, but did not alter the conclusions based on the 

17. See Blundell, Griffith and Van Reenen (19950) for a more detailed discussion of this model. 
18. The residual covariance matrices (not shown here) show a dramatic fall in the degree of 

autocorrelation. 
19. This is (Pl(1 - a ) )X= (1.34/(1 -0.33)) 0 04 = 0.08. 
20. This is P 8 =  2.5 * 0.04. 
21. This is the Davidson-MacKinnon non-nested test between the two models. The test is performed by 

calculating the mean function of the alternate models, f i , ,  and then running the OLS regression 
yit = Sf ::)+ (1 - 6)f j:). The two null hypotheses to be tested are Ho:6 =  0 and Ho:6 =  1. 
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TABLE 4.1 

The Innovation Equation E.stimates 

(1) (2) (3) (4) (5) (6) 

G- I 0.123 0.122 0.156 -0.086 
0.052 0,052 0,037 0.352 

In (G-I) - 0.331 - - - -

0,081 

G-, dum 0.540 -

0.750 

IMS-, 4,318 1.336 2.534 2.568 3,207 3.739 
0.988 0,451 0,713 0.699 1,028 3.278 

Conc-, - 1.967 - 1.498 -2.198 -2.190 - 1,759 - 6.499 
0.936 0.676 0,976 0,896 1.135 11.111 

Imports-, 1.214 0,987 1.258 1.316 1.597 0.841 
0.925 0.806 1.118 1.312 1.254 2.941 

K- I 0.894 0.124 0.208 0.200 0.060 0.036 
0.228 0.122 0.181 0.191 0.244 0.494 

Cash-, - 0.207 
0.534 

G-Prod-, - 0.282 -0.466 -0.422 - 0.416 -0,133 -0.768 
0.567 0.384 0.547 0.548 0,629 3.612 

G-User-, 4.9 17 2.562 3.278 3,288 2.299 1.662 
1,740 1.381 1.900 1.920 2.174 2.596 

In (GO) 0,452 0.838 0.829 0.862 
0,106 0,114 0,114 0.129 

Godum - 0.696 1.825 1.660 2,062 -

0.793 0.739 0.750 0.862 

1973-1974 -0.300 - 0.432 - 0.957 -0,926 - -

0.153 0.162 0.494 0.478 

1980-1982 -0.993 - 0.676 - 0.934 -0.959 - -

0,209 0.252 0.616 0,614 

Constant - 2,956 -0.195 -0.327 - 0,326 - -

0.588 0.408 0.689 0.698 

Time dummies no no no no Yes Yes 
Observations 3511 3511 351 1 3511 3511 321 1 
Time period 1972-1982 1972-1982 1972-1982 1972-1982 1972-1982 1972-1981 
V I  1.210 -0.270 - 0.474 - 0.472 -0.059 
v2 2.980 0.271 -0.573 - 0.572 -0,913 

note.^. Standard errors are in italics and allow for general heteroskedasticity and autocorrelation. Dummy 
variables for GEC and ICI are included in all columns except (6). In columns (2)-(5) instruments include a 
single lag of each variable and the initial value of firm level variables (MSand K). v l  and v2 are the standard serial 
correlation statistics from Arellano and Bond (1991) distributed N(O, 1) under the null of no serial correlation. In 
column (6) instruments are lags of all variables. 

entry stock specifications. If anything the market share effects are strengthened. Using 
(MS, ,  -MS171)  and (K,,-K,71) in place of their level equivalents in column (3) yields a 
coefficient (standard error) of 7.4 (3.2) on the market share term. Allowing the coefficients 
on the current and initial level to vary gives estimates of 5.2 (2.3) on the coefficient 
(standard error) on MS,, and -2.4 (2.9) on the coefficient (standard error) on MS17i .  

As an additional test of the specification, in column (4) of Table 4.1 a measure of 
firms' cash flow is included. It is negative, insignificant and does not change the market 
share coefficient. Column (5) includes a full set of time dummies instead of the recession 
dummies. Although the restriction to the two dummies is not statistically rejected (the 
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x2(8)Wald test statistic has a value 2,952), it is reassuring to observe that (although 
slightly more imprecise) the main results are robust to this experiment. 

Finally, in order to check that the initial innovation stock variable G," is sufficient to 
account for permanent differences across firms in column (6) we implement the quasi- 
differenced GMM estimator defined by (3.3). As shown in the Monte Carlo simulations 
in Table 3.1 this estimator has low bias but very high RMSE when the time-series structure 
of the regressors is close to random walk. In this case it is difficult to find reliable instru- 
ments. This is particularly the case for the market share variable which is highly persistent 
(we noted an autocorrelation coefficient of 0.944 earlier in the discussion). Unsurprisingly, 
the standard errors are very large in column (6) which makes inference hazardous. Never- 
theless, the market share coefficient is positive and slightly larger than that of the previous 
column, but still lower than the model without controls for fixed effects. This is consistent 
with the Monte Carlo evidence presented in Section 3.4 which suggests that, if anything, 
the pre-sample mean estimator underestimates the impact of market share on innovation 
to a greater extent than GMM(qdif). All the other coefficients in the quasi-differenced 
estimator are signed the same as the mean scaling estimator with the exception of lagged 
innovation stock (although the standard error is huge). The pattern of coefficients is again 
in line with the Monte Carlo results which suggested some downwards finite sample bias 
on the lag coefficient in the quasi-differenced estimator and some upwards bias for the 
pre-sample mean scaling estimator. 

The results presented in Table 4.1 suggest that high markets share firms have a higher 
expected number of innovations, even when unobserved heterogeneity is controlled for 
through the use of pre-entry innovation stocks. They also indicate that market share does 
not simply represent the greater liquidity of high market share firms (as proxied by cash 
flow). One alternative explanation for the market share effect is that it represents pre- 
emption by domimant firms. To examine this hypothesis we turn to the stock market 
value equation. 

4.3. Market value results 

The aim in this section is to estimate the relationship between the firm's stock of inno- 
vations (normalized on physical capital) and its stock market value. The estimation results 
are presented in Table 4.2. All current dated firm level variables are instrumented. In 
columns (1)-(5) they are instrumented with their own (t - 1) lags. In columns (6) and (7) 
longer lags are used as instruments as the panel progresses through time and GMM is 
used for estimation. Turning first to column (1) we estimate a baseline model without 
interactions between market share and innovation stock. In this specification innovation 
stocks, G,,, appear to be valued significantly by the stock market, as expected. A major 
concern is that there are permanent unobserved differences in the value of firms that may 
be correlated with innovation. To control for these, the approach described in Section 3 
is taken in column (2) and variables capturing pre-sample averages of firms' stock market 
value22 and innovation stocks are included. The initial stocks of value, physical capital, 
market share and inventories are also included. The innovation stock variable remains 

22. The pre-sample market value is the market value of equity only. This is available from the mid 1950s. 
The alternative is to use market value of equity plus debt (which are the dependent variables). Unfortunately, 
debt is available only from 1968. Using this alternative measure of the pre-ample average does not alter the 
results. The interaction term has a coefficient (.standard error.) of 175.9 (38.59), the linear G / K  term is 0.978 
(0.890) and the pre-sample average is 0.099 (0,014). 
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TABLE 4.2 

Market value In Ieve1.v 

In ( v )  In (V) In ( v )  In (V) In (VIK)  In (VIK) In (VIK) 
(1) (2) (3) (4) (5) (6) (7) 

In (K) 

GIK 

M S  

IMS* (GIK)" 

C O ~ Z C  

Imports 

Union 

G-User 

G-Prod 

In (Vo) 

Go 

Go dum 

In (KO) 

Mso 

Sargan (df) - - 325(220) 207(192)-

-p-value - - - 0.000 0.216-

Observations 351 1 3511 3511 3511 3511 3511 321 1 
Years 1972-1982 1972-1982 1972-1982 1972-1982 1972-1982 1972-1982 1973-1982 
V I  10.21 11.03 10.98 11.16 11.11 11.00 9.82 
v2 9.36 10.19 10.13 10.27 10.19 9.97 8.16 
R'(P -S) 0.842 0.862 0.863 0.863 0.389 

Notes. "Coefficients and standard errors divided by 100. A full set of time dummies, a dummy for the chemical 
sector, In (inventories) are included as additional controls in all specifications. Initial stock of log (inventories) 
is included in columns (2)-(7). Standard errors are in italics and allow for arbitrary heteroskedasticity. All 
industry level variables are assumed exogenous. Instruments for firm level variables (X,) are: columns X,-, in 
(1)-(5); XI- ,  to Xt -7  in column (6) and to AX,-7 (except the interaction) in column (7). The Sargan test 
is distributed x2under the null of instrument validity. R'(P-S) are calculated as in Pesaran and Smith (1994). 

significant, but market share is driven into insignificance (although the coefficient remains 
positive). 

Following equation (2.5), and in order to investigate the factors shaping the value of 
an innovation, the innovation stock is interacted with market share in column (3). The 
interaction is highly significant and positive, implying that the innovations of high market 
share firms receive a greater value on the stock exchange. The high point estimate on the 
interaction term is due to the very low mean and highly skewed distribution of the vari- 
ables. The marginal effect of market share in column (3) is 0.075 evaluated at median G/ 
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K (0)  and 0.663 evaluated at mean GIK (0.0037). The marginal effect of G / K  is 2.84 at 
median market share (0.009)and 7.77 at mean market share (0.040). 

As an alternative specification, interactions between normalized innovation stock and 
other variables were included. These did not substantially effect the market share inter- 
action and the extra interactions were Industry controls generally in~ignif icant .~~ are 
included in column (4 ) to capture industry wide competition, rival innovative activity and 
union power. Companies in industries which are highly concentrated or have little import 
penetration have higher market values. This is not surprising, nor is the fact that firms 
located in more heavily unionized industries appear to have lower market values.24 The 
hypothesis that the coefficient on physical capital is unity cannot be rejected in columns 
(2)-(4). Consequently the restriction is imposed and columns (5)-(7) present estimates of 
an "average q" equation. 

To check the robustness of the results many other experiments were implemented. 
First, we experimented with other functional forms of market share and the interaction 
of market share with the innovations stock. The positive effect of the interaction was 
robust to different functional forms and there was some evidence that the main effect is 
driven by firms in the top decile of market share.25 Second, using a slower depreciation 
rate ( 1  5%) caused the coefficients on the innovation stock variables to fall, but the interac- 
tion is still significant at conventional levels. The linear knowledge term entered with a 
coefficient (standard error) of 0.492 (0.385) and the interaction with market share took a 
value of 1.152 (0.229).26 

Despite our attempts, it may be that permanent firm effects have not been adequately 
controlled for. This is suggested by the serial correlation tests in Table 4.2. Two alternative 
estimation strategies are implemented. First, lagged differences are used as instruments in 
the levels equation (column (7 )  of Table 4.2); second, a more conventional growth equa- 
tion is implemented (Table 4.3). As a precursor to a first method column (6)uses a GMM 
approach efficiently exploiting more of the moment restrictions available from the 
assumed error structure. The instruments are the lagged levels of the firm level variables 
from t - 1 up to a maximum of t - 7 .  This marginally improves the precision of the esti- 
mated coefficients. The GMM approach gives overidentifying restrictions which allows a 
test of the assumed error structure. The Sargan statistic reported at the base of column 
(6 ) strongly rejects the absence of correlation of the residuals with the instruments, which 
suggests that unobservable heterogeneity has not been fully controlled for by conditioning 
on the initial stocks. 

Column (7)  implements the Arellano and Bover (1995) suggestion of using lagged 
differences as instruments. The Sargan statistic now fails to reject at conventional levels, 
suggesting that the problem was related to the fixed effects causing autocorrelation in the 

23. The time dummy interactions with innovation stocks did suggest that companies with high innovation 
stocks enjoyed a significantly faster growth in their market values over this time period. 

24. Instrumenting the industry variables with their own lagged values made little difference to the results. 
Including the initial values of the industry level variables did not substantially affect the signs of the firm level 
estimates. 

25. For example, we created dummy variables MED (medium market share-firms with market shares 
lying between the median and 90th percentile) and HIGH (firms with market shares in the top decile). These 
were then interacted with the innovations stock variable and included (along with the linear terms) in column 
(4). The resulting equation was (standard errors in parentheses): 

+ 31.83J4 26)[HIGH * (GIK)] + other controls. 

26. The coefficients and standard errors have been divided by 100 as in the table. 
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TABLE 4.3 

Growtlz of market value 

vi - v,-l ( v/K)t - ( v/K)t I-

v,- I (v/K)r - I 

(1) (2) (3) (4) (5) (6) (7)
all low IMS high IMS low M S  high M S  low M S  high M S  

Surprise I 0.023 0.011 0.026 0.008 0.023 0.006 0.026 
0.013 0,045 0,013 0.043 0.013 0.044 0,012 

AK/K_I 0.246 0.237 0.276 0.120 0.173 
0.066 0.081 0.109 0,081 0 106 

AMS/MS_I - - - 0,244 0.270 0.1 12 0.176 
0.058 0.062 0.060 0-064 

AConc/Conc_, - - - - 0.023 - 0.029 0.041 -0.008 
0,115 0.072 0.1 19 0.076 

A I ~ ~ s / I ~ ~ s - ~  - - -0.010 -0.026 0.023 -0.014-

0.084 0.055 0.086 0.056 
AUnion/Union-I - - - 0.01 5 0.156 0.033 0.201 

0 206 0 177 0.208 0.176 
-AG-user/G-User-, - - -0 080 -0.070 -0.192 -0.170 

0.390 0.365 0.397 0 370 
AG-prod/G-Prod-, 0.678 0.413 0.675 0 377 

0,165 0.113 0,168 0.186 

R2 0 440 0.416 0.488 0.431 0.497 0.438 0,515 
Observations 3286 1694 1592 1694 1592 1694 1592 
VI  1.788 0.698 1.680 0.130 0.982 0.1 14 0.850 
V2 - 1.1 18 -0.404 -0.221 - 0.869 -0.897 - 1.607 -0.835 
Residual test 0.850 0.089 0.826 -0.070 0.454 -0.182 0.336 
p-value 0.395 0.929 0.409 0.944 0.670 0.856 0.737 
Years 1973-1982 1973-1982 1973-1982 1973-1982 1973-1982 1973-1982 1973-1982 

Notes: "Surprise I" is the residual from the innovation equation in linear form (Table 4.1, column 3). All 
other variables are measured in proportionate growth rates. Estimation is by OLS. A full set of time dummies 
and the change of inventories are included in all specifications. The residual test is the t-statistic and p-value of 
the coefficient of the lagged dependent variable regressed on the estimated residual. Standard errors are in italic 
and allow for arbitrary heteroskedasticity. Low M S  firms are those with market shares below 0.9%, large market 
shares are those above 0.9% (approximately the sample median). 

errors and rendering the instrumentation strategy of columns (1)-(6) invalid. The good 
news is that the coefficients on the innovation terms appear, if anything, to be biased 
downwavds by the failure to control for correlated permanent effects, even though they 
are estimated with much less precision. The point estimate on the linear innovation stock 
terms in column (7) is approximately twice as large as that in column (6). The point 
estimate on the interaction term is practically identical. 

An alternative and more conventional route is to consider a model for the growth in 
value. A problem with this, as discussed in the modelling section, is that only "news" 
should affect the change in the stock market value. Therefore, only the unpredicted part 
of innovation is used in the growth specification. This specification is likely to exaggerate 
timing and measurement error difficulties but clearly eliminates the influence of correlated 
permanent fixed effects. 

Table 4.3 presents OLS estimates of equation (2.6). In colum~ls (1)-(5) the dependent 
variable is the proportionate growth in the value of the firm. The first column simply 
includes the surprise innovation term and the proportionate growth of the physical capital 
stock." These were included due to the possible correlation of surprise innovation with 

27. There may be some endogeneity remaining in the surprise term if there are events correlated with the 
observables and the surprise term. There are no obvious instruments, however. Lagged surprises should be 
uncorrelated with current surprises if stock markets use information efficiently. 
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contemporaneous value-related events. The innovation term enters positively and implies 
that a surprise innovation is associated with an increase in the firm's value of 2.3%. Since 
the average market value of firms in our sample is £96.3 million (1980 prices) this implies 
that a surprise innovation is typically associated with a rise in a firm's market value of 
around £2.21 million.28 

In columns (2) and (3) the sample is split on the basis of whether lagged market share 
was "high" or "low". It is interesting that among the low market share firms a surprise 
innovation is associated with only about a 1% growth in market value, and is insignificant 
at conventional levels. For the high market share firms, however, there is a quantitatively 
larger (2.6%) and statistically significant impact. In columns (4) and (5) the model is 
saturated by including a full set of controls and the conclusion remains robust. Columns 
(6) and (7) repeat the saturated model using the growth of average q as the dependent 
variable. Across all the specifications, high market share companies enjoy a proportion- 
ately larger pay-off from innovation. In absolute terms, the difference is even more sub- 
stantial as market value is on average larger for high market share firms.29 

The assumption that market value accurately measures the true position of the firm 
depends on the hypothesis that agents in the financial markets use information optimally. 
As a check on this assumption the residuals from each model in Table 4.3 were regressed 
against the lagged dependent variable (change in market value). Under the hypothesis of 
stock market efficiency, these lagged values should have no predictive power for the 
residuals. The residual test in Table 4.3 shows that this was indeed the case for all specifi- 
cations. A further piece of evidence is the absence of serial correlation in the residuals. 
The hypothesis of weak stock market efficiency cannot be rejected. Including dividends 
in the definition of the growth of market value3' produced almost identical results. 

A further criticism of our model is that innovations are simply added together. To 
avoid relying on the counts of innovation an innovation was redefined as unity if at least 
one innovation was recorded for an observation. Instead of the LFM a simple logit ver- 
sion of the specification in column (3) of Table 4.1 was used. The pattern of coefficients 
on the news terms were similar to those reported in Table 4.3, but were determined with 
far less precision.31 This suggests that the counts of greater than one, although compara- 
tively rare, are supplying useful information in calculating the average value associated 
with an innovation. 

5. INDUSTRY HETEROGENEITY 

5.1. Industry interactions 

In our main results we have pooled the data across the manufacturing sector. Although 
we have allowed for multiplicative firm specific effects in our innovation equation it may 

28. The predicted profitability from a single SPRU innovation based on accounting profitability data was 
.1 million in the (undiscounted) long-run according to Geroski, Machin and Van Reenen (1993). 

29. The mean market value for high market share firms is £216 million and for low market share firms is 
£33 million. 

30. The growth of the market value of the firm was constructed using the following formula: 

where DIV, is the real value of dividends paid out in year t .  This is included to reflect the fact that the share- 
holders benefit both from the capital gain over the course of the year and any dividend pay-outs. 

31. The coefficients on the surprise term in column (2) was -0.005 with a standard error of 0,050. The 
equivalent numbers for the high market share firms in column (3) were 0,036 and 0.030. 
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well be that p parameters themselves vary systematically across industries. As a conse- 
quent it is reasonable to ask how stable are the coefficients across different industries? 
From an initial specification search including all interactions we found that three indus- 
tries showed some evidence of deviating from the pooled model specification in column 
(3) of Table 4.1. These corresponded to the higher innovation industries: pharmaceuticals, 
non-pharmaceutical chemicals and electrical engineering. Labelling these industries 
DRUG, CHEM and ELEC respectively, the additional estimated interaction terms had 
the form (robust standard errors below coefficients) 

However, these three interactions (and the more extended industry interactions) are not 
jointly significant, the Wald y (3 )  test statistic having a value 2.353. 

Apart from this simple analysis of interactions there are other aspects of innovation 
activity that can be usefully revealed from an industry level analysis and for this we chose 
to look specifically at the pharmaceutical industry, the leading innovation industry in our 
data. 

5.2. A case study: Tlze plzarmaceutical industry 

The basic dataset was augmented with more detailed information on firms operating 
in the pharmaceutical sector. This sector is of particular interest for several reasons. First, 
it is the leading high technology sector of the U.K. economy having both the highest 
R&D to sales ratio of any major industry and accounting for about 20% all business 
enterprise R&D in Britain. Secondly, patent protection is strong in this industry and 
companies generally recognize they are in races with other firms to develop innovative 
new products. Thus it has features consistent with the simple model outlined in Section 
2. Finally, there is a wealth of data on the industry and it was possible to obtain infor- 
mation on the distribution of sales by each firm across different industries. Thus we were 
able to calculate the market share of each firm within the pharmaceutical sector." This 
enables a distinction to be made between the overall size of the firm (proxied by its total 
sales across all industries) and its market share (specific to the drugs industry). Notice 
that this identification strategy relies on the existence of firms operating across more than 
one industry. 

Analyzing a single industry has costs as well as benefits. Since all the industry vari- 
ables will have only time series variation their impact cannot be identified independently 
from time dummies. Additionally the sample size is far smaller than the overall sample 
(there are only 173 observations in the dataset which have a presence in the pharmaceut- 
ical industry and for which we have full within sample information on all the variables of 
interest). 

The first regression is the model in column (3) of Table 4.1. Innovations are defined 
to be those solely relating to the pharmaceutical industry. This means, for example, that 
only a minority of the innovations of ICI (a large chemical company) are included in the 
definition of pharmaceutical innovations. The innovation equation results were of the 
following form (robust standard errors below coefficients) 

In E(Ii,) = 7,725MSi,- -0.259SALESj,-, + otl~er controls; NT = 173. 
(3.418) (0.905) 

32. A valid criticism is that market shares are at too high a level of aggregation. Sutton (1998) uses market 
share data by therapeutic class (below 5 digit level). Unfortunately, such detailed data are not available to us 
over our time period. 
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Other controls include a dummy for pre-sample innovation, capital stock, industry inno- 
vations stock and recession dummies. The elasticity33 of innovations with respect to mar- 
ket share, evaluated at mean market share, is 0.61. This compares to an elasticity34 of 0.50 
for the pharmaceutical industry calculated using the estimates from column (2) of Table 
4.1. Whereas the market share variable is significant at conventional levels the size variable 
(firm sales) attracts a negative coefficient, although it is completely insignificant. Although 
the two variables are correlated, the positive relationship between market share and inno- 
vation appears stronger than that between firm size and innovation, at least for this sample 
of firms. 

The next experiment is to estimate the market value equation. Using the preferred 
average q formulation and including interactions in both sales and market value led to 
the following result (robust standard errors below coefficients) 

+ other controls; NT = 173. 

Other controls included linear MS and SALES, and all other controls from column (5) 
of Table 4.2. It appears that there is a large and statistically significant correlation of 
innovation stocks with market value. The interaction between market share and inno- 
vations is positive, although imprecisely estimated. The interaction of innovations and 
company size (as proxied by sales) is, however, significantly negative. Finally, we estimated 
the change in market value equations split by large and small market share. In the sample 
of firms with higher market shares surprise innovations are associated with revisions to 
market value of about of 19%. By comparison, low share firms have tiny (and negative) 
returns (-0.7%). When the sample is split again into high and low firm size (using mean 
lagged sales), it is found that firms with smaller sales actually appear to get higher returns. 

Although all these estimates suffer from lack of precision due to small sample size, 
they appear consistent with the tenor of our results on the overall sample. Firms with 
high market shares innovate more and get higher returns to their innovations when they 
do. The new information is that the effects identified are distinct from pure size effects 
(as measured by total firm sales). 

6. ALTERNATIVE MEASURES O F  INNOVATIVE OUTPUT 

Innovation headcounts are often criticized for being too subjective as a measure of innov- 
ative output. A commonly used alternative is patent counts. However, patents have well 
known problems, not the least of which is that the great majority are believed to be of 
effectively zero economic value.35 Nevertheless, as a specification test it is useful to exam- 
ine whether replacing innovations with an alternative measure of innovative output over- 
turns any of our results.36 One disadvantage of the patents measure is that data is only 
available from 1969 onwards. The 1969-1973 averages are used to construct pre-sample 
histories and the estimation period begins in 1974. This is clearly less satisfactory than the 
much longer history available on the innovations measure. 

33. This is from a static model so the elasticity is Pz. We found that dynamics were insignificant in the 
pharmaceutical sample. 

34. The mean market share from the pooled sample was TS=0.2. Using the (preferred) LFM colun~n 
(3) in Table 4.1, /38= 2.5 (0.2). 

35. See, for example, Pakes (1986). 
36. N o  attempt is made here to unravel the relationship between patents and innovations and whether 

they reflect distinct moments in the innovative process. 
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Table 6.1 presents estimates of the patents equation in the first three columns and of 
the market value equation (in levels and growth rates) in the final three columns. Column 
(1) replaces innovations by patents as the dependent variable and shows a strong and 
positive effect of market share on patenting. Column (2) includes dynamics and the pre- 
entry patent stock variables (which are highly significant). The coefficient on market share 
falls to a quarter of its original value but remains strongly significant. There are some 
differences from the innovation equation. In particular, the capital stock variable com- 
pletely reverses sign when we control for fixed effects. This is driven by the firms in the 

TABLE 6.1 

Putents 

(1) (2) (3) (4) (5) (6)
Patents Patents Patents V/K Low High 


Dependent variable LFM LFM LFM Levels M S  IWS 


-Patents-I - 0.443 0.526 - -

0.084 0,098 

MS 5.662 1,295 1,576 0,854 0,163 0.241 
0.985 0.380 0.375 0.468 0.088 0,065 

Conc - 1.001 0.468 0.507 0.223 -0.012 0.083 
0.974 0.369 0,396 0,084 0.128 0.084 

Imports 0,822 0,480 1.141 -0.311 0,038 -0,015 
0.752 0,379 0.374 0.128 0.074 0.056 

GPIK 0.444 
0,157 

IWS* (GPIK)" - - 0.102 -

0,015 

Surprise patents - - - 0,002 0,001-

0.013 0.002 

-K 5,002 -2.147 4.287 - -

1.453 0.700 4.719 
-Big K -0.390 

0,254 

Industry patents 0,605 0.077 0.098 0,001 --

0.159 0,110 0.099 0.0003 

Po - 0,869 0.810 0~000 - -

0.043 0.066 0,001 

Podum 3.510 3.203 0.058 -

0.505 0.556 0,029 

Constant -0,299 -0.958 - 1,413 - 3.000 -0.736 -0.647 
0.428 0.282 0,381 0.085 0,029 0,028 

Years 1974-1982 1974-1982 1974-1982 1974-1982 1974-1982 1974-82 
Observations 2943 2934 2943 2943 1515 1428 
v I 3,286 -0.855 - 1.212 10,984 -0.067 -0,344 
v2 2.721 1.946 1.309 9.991 -0.574 -0,819 

Notes: Coefficient and standard error multiplied by 100. The sample contains 340 firms which had at least 
nine continuous observations. Standard errors are in italics. Patents Equation (columns (1)-(3)): all variables 
are lagged one period; additional variables (not reported) included are: dummy variables for GEC, ICI and 
recessions; Value Equation in levels (column (4)): all firm variables are instrumented with their own value at 
t - 1; initial stocks of all variables and time dummies are included as additional controls; Growth of average q 
in columns (5)-(6): all variables are proportional growth rates, time dummies included; v, and v 2  are the standard 
serial correlation statistics from Arellano and Bond (1991) which are distributed N(0, 1) under the null of no 
serial correlation; robust standard errors under coefficients. 



550 REVIEW O F  ECONOMIC STUDIES 

largest decile of the capital stock distribution as column (3) illustrate^^^. This evidence of 
a non-monotonic relationship for capital did not appear to be a feature of the market 
share variable. 

Column (4) contains the "average q" equations in levels. The point estimates on the 
stock of patents is smaller than was the case for the innovation stock, although it is still 
highly significant. Even more encouraging is the fact that the interaction of patents with 
market share is significant and positive lending support to the view that high market share 
firms receive greater returns from their patent stocks. The one disappointment is that in 
the growth of value equations the surprise term is insignificant for both the high and low 
market share firms. Further investigation revealed that the patents surprise model is unro- 
bust to the inclusion of a single very high patenting firm (ICI). Dropping this firm and 
re-estimating the growth in value equation restored the pattern observed in Table 4.3 
where we considered surprise innovation. The coefficient (standard error) on surprise pat- 
ents for high market share firms was 0~004(0~002) compared to 0~002(0~013) for low 
market share firms. 

7. CONCLUSION 

This paper has investigated the statistical robustness of the effect of market structure on 
innovation and its economic interpretation. Our approach has combined two strands in 
the literature on innovation by estimating both an innovation equation and a value equa- 
tion on a novel firm panel level data source. Even though predetermined variables were 
used to model innovative activity and stock market value, it was clear that persistence in 
unobservables was likely to be important and would invalidate the use of such weakly 
exogenous variables. Rather than rely on the dubious assumption of strict exogeneity, the 
long series of "pre-sample" information on innovations and market value were used to con- 
trol for unobserved heterogeneity. This estimator was shown to perform well in Monte Carlo 
simulation. When implementing a dynamic feedback model for company innovations, 
including the controls for firm specific effects, it was found that "less competitive" industries 
(those with lower import penetration and higher concentration levels) had fewer aggregate 
innovations. Nevertheless, within industries it was the high market share firms who tended 
to commercialize more innovations although increased product market competition in the 
industry tended to stimulate innovative activity. A direct effect of innovation was also found 
in the stock market value model (in levels or differences). More interestingly, the higher mar- 
ket share firms tended to benefit most from innovations. This was confirmed when estimat- 
ing all equations within a particular industry (pharmaceuticals) and when patents were used 
as an entirely independent measure of technological capability. 

We have argued that the results presented in this paper are in line with models where 
high market share firms have greater incentives to pre-emptively innovate. There are alter- 
native interpretations of our results, however, and we mention two here. One argument 
is that leading firms have a systematic tendency to produce innovations that are intrin- 
sically of higher quality than smaller firms. On one level this is entirely consistent with 
our model-the more intensive search of leading firms should enable them both to pro- 
duce more and higher quality innovations. Nevertheless, the empirical literature on man- 
agement behaviour suggests, if anything, that smaller firms are more likely to produce 
radical innovation^.^^ In the population of SPRU data covered by our firms there is no 

37. Big K is a dummy equal to unity if the observation's capital stock was in the top decile of the capital 
stock distribution. The linear K is truncated at this point. 

38. See Henderson (1993) for a summary. It should be emphasized, however, that in the diffusion process 
the larger firms may be better at putting these radical innovations into generlized use. 
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significant correlation between the proportion of innovations classified as "radical" or 
"significant" (as opposed to incremental) by the SPRU experts and the size of the firm. 

A separate rationalization of the results is that high market firms have marketing 
advantages over other firms. These marketing skills are very beneficial in promoting the 
sales of an innovation. Since it is more likely that marketing is a feature of firm size rather 
than share, as we are inclined against this interpretation. Nevertheless, without direct data 
on marketing expenditures, investigating this alternative will have to be left for future 
work. 

It is often asserted that the superior performance of large firms in innovating is 
because they have higher cash flows from which to finance investment in R&D. Our 
findings suggest that this is not the whole story-dominant firms innovate because they 
have a relatively greater incentive to do so. Firms with high market shares who innovate 
get a higher valuation on tlze stock nfarket than those who do not. 

APPENDIX 

The dataset used in this paper combines company accounts (Datastream International on-line service), share 
price information from the London Business School's Share Price Database and a count of innovations from 
the Science Policy Research Unit (SPRU). The sample includes manufacturing firms listed on the London Inter- 
national Stock Exchange for which at least nine continuous years of data were observed. Firms experiencing 
more than a 200% growth rate in any of the key variables (market value, capital, sales) were dropped from the 
sample. This left an unbalanced panel of 340 firms. Descriptive statistics on the variables are shown in Table 
A. l ,  numbers in italics are standard deviations. 

I,,is the count of innovations commercialized by British firms. This data was collected by SPRU in three 
waves over a period of fifteen years and the full dataset includes over 4500 innovations. The SPRU researchers 
contacted a group of over 400 experts in science and industry who had detailed knowledge about the technologi- 
cal development in their own sectors of British industry. An innovation was defined as "the successful commer- 
cial introduction of new or improved products, processes or materials" introduced in Britain between 1945-
1983. The experts identified the technical characteristics of these innovations, which firms first commercialized 
them, the date of commercialization, which industry the innovation was first produced in and where the inno- 
vation first had its most extensive usage. These responses were collated and the firms then contacted for more 
precise information concerning the date of commercialization and basic firm and innovation characteristics. The 
SPRU data is the major source of innovations research by economists in the U.K. and a comprehensive biblio- 
graphy of secondary research is compiled in Geroski (1995). Robson, Townsend and Pavitt (1988) provide details 
about the characteristics of the population of innovations. 

With regards to their time series profile between 1945-1982, innovations exhibit procyclical behavlour and 
cluster around the peak of business cycles. Data for the year 1983 was dropped because there is a large fall in 
the number of innovations induced by the fact that the survey was concluded towards the end of the year (as 
also occurred in the last year of the previous two waves of the survey). The pattern of innovations across 
industries appears broadly stable over time, with the bulk concentrated in five industries: pharmaceuticals, non- 
pharmaceutical chemicals, electrical engineering, mechanical engineering and vehicles. Almost all of the inno- 
vations in the dataset originate in the manufacturing sector, although non-manufacturing firms were large users. 
The innovations are a mixture of product and process innovations and there is no simple way in the data to 
distinguish between the two types. Examples of innovations include optical fibres for telecommunications, solar 
glass windows, Interforen, copper/aluminium superplastic furniture and the Magnascan 560 colour scanner. The 
dataset is lodged at  the ESRC Data Archive at  the University of Essex. 

The SPRU innovations data were matched to company accounts by name using information on parents 
and subsidiaries from Dun and Bradstreet's Wlzo Owns Wlzoi~from various years. The innovation stocks of a 
firm include the stocks of firms that it has taken over. The sample used in this paper holds about 25%) of the 
population of innovations. Most of the losses are due to the fact that the sample is restricted to relatively large 
firms (due to the necessity to have stock market data), whereas many SPRU innovations were commercialized 
by small firms (Pavitt, Robson and Townsend (1987)). However, the subsample of the innovations population 
used in this paper has similar characteristics to the aggregate data. An important difference, however, is that 
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TABLE A.1 

Descriptive stritistics 

Non-innovating 

Variable 
Firms 

Observations 

All firms 
340 

3551 

Innovating firms 
115 

1228 

firms 
225 

2323 

Firm level variables 
Innovations I 0.109 

0.663 
0.3 16 
1.099 

-

-

Patents P 2,151 
35.224 

5,967 
22.852 

0,140 
31.373 

Innovation stock G 0.369 
1.790 

1.068 
2.918 

-

-

Market share MS 0.040 0.078 0.020 
0.089 0.123 0,054 

Market value Value 0,075 
0.21 1 

0,169 
0,387 

0,026 
0,052 

Tangible capital Capital 0.014 
0.045 

0.03 1 
0.071 

0.005 
0,012 

Cash flow Cash 0.152 
0.641 

0,130 
0.  153 

0.164 
0.784 

Industry level variables 
Concentration Conc 0.4 17 

0.171 
0.417 
0,158 

0,417 
0.177 

Import penetration Imports 0,242 
0,141 

0,254 
0.127 

0,236 
0.148 

Union density Union 0,656 
0,116 

0,676 
0,103 

0,646 
0.121 

Producer knowledge stock 

User innovation stock 

G-Prod 

G-User 

0.338 
0.491 
0.130 
0.141 

0.414 
0.526 
0,155 
0.144 

0.298 
0,467 
0.177 
0.137 

Notes: Market Value, Capital, Stocks and Cash Flow are all measured in 1980 & billions. In the 
table innovating firms include all firms who had at least one innovation within or pre-sample. Stan- 
dard deviations in italics below means 

the sample includes both innovators and non-innovators. Around one-third of the firms in the sample innovated 
at some time. The largest number of innovations was by GEC and its subsidiaries which con~mercialized a total 
of 90 innovations between 1972 and 1982. However, most firms that innovated only had one or two innovations. 
The majority of observations (one firm in one year) contained zero innovations (94%). 

A note on sample selectivity is in order. The sample is based on the population of Stock Exchange compan- 
ies so there is therefore a bias towards larger more multinational firms. There may be some survival bias arising 
from the fact that we condition our sample on firms that have been continuously on the stock market for at  
least nine years. We have not conditioned on having a fully balanced sample so survival bias should be mitigated. 
Relaxing the criteria to have fewer continuous time series observations (e.g. seven) did not make a substantial 
difference to the results. Also, controlling for fixed effects should also mitigate selectivity problems. 

Innovation stock, G,,, is as given by equation (2.3) with a depreciation rate of 30% (see the text for 
alternative depreciation rates). As described in Section 3, Go is the firm's innovation stock when it enters the 
sample. This is supplemented with a dummy variable equal to one if the firm ever innovated in the pre-sample 
period that captures the fact that firms who ever innovate may be qualitatively different from those who never 
innovate (Go dum). The other variables used are: 

G-Prod. The numbers of innovations produced in a firm's principal two digit operating industry was calcu- 
lated using the entire SPRU database and transformed into a stock in the same way as G,,. 

G-User. The numbers of innovations used in a firm's principal two digit operating industry was calculated 
using the entire SPRU database and transformed into a stock in the same way as G,,. 



BLUNDELL ET AL. MARKET SHARE AND INNOVATION 553 

MS. Market Share is the ratio of the firm's sales (Datastream Item 219) to sales in its principal three digit 
industry (Census of Production Table P1002a). 

There is likely to be mismeasurement of this variable because of the presence of multi-industry firms, but controls 
for the fixed effect should deal with this if the mismeasurement is stable over time. 

K. Capital is calculated to be the replacement cost of capital and is constructed from the investment flow 
information (Datastream Item 435) using the perpetual inventory method. For full details of this method see 
Blundell et (11. (1992). 

V. Market value is measured by the product of the company's outstanding shares and the price of these 
shares on December 31st. This is then added to the value of outstanding debt. 

P. Patents are the number of patents granted to the firm by the U.S. Patent Office in a particular year. 
U.S. Patents were chosen to screen out the huge number of very low value patents granted. They were matched 
into the firm accounts by the same method as the innovations data. Patents stocks were calculated in the same 
way as innovations stocks with the exception that the base year is 1969 instead of 1945. 

hztlustry Patents. Number of patents in a finns's two digit industry aggregated from the population of 
Datastream firms (net of finn's own patents). 

Conc. Concentration is the proportion of sales that is represented by the five largest domestic firms in the 
firm's three digit industry (Census of Production Table P1002a). 

Inlports. Import penetration is the value of imports over home demand in the firm's industry (Business 
Monitor Table M012). 

Union. Union density is the proportion of workers who are members of a trade union in the firm's two 
digit industry (Price and Bain (1983)). 
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