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Abstract

How neural activity gives rise to cognition is arguably one of the most interesting questions in neu-
roimaging [1]. While causal terminology is often introduced in the interpretation of neuroimaging data,
causal inference frameworks are rarely explicitly employed (cf. [3] for an example).

In our recent work we cast widely used analysis methods in a causal framework in order to foster its
acceptance in the neuroimaging community [7]. In particular we focus on typical analyses in which
variables’ relevance in encoding and decoding models [4] (also known as generative or discriminative
models [5]) with a dependent stimulus/response variable is interpreted. By linking the concept of
relevant variables to marginal/conditional independence properties we demonstrate that (a) identifying
relevant variables is indeed a first step towards causal inference; (b) combining encoding and decoding
models can yield further insights into the causal structure, which cannot be gleaned from either model
alone. We demonstrate the empirical relevance of our findings on EEG data recorded during a visuo-
motor learning task.

The rigorous theoretical framework of causal inference allows to expound the assumptional under-
pinnings and limitations of common (intuitive) analyses in this field. Furthermore, it sheds light on
problems covered in recent neuroimaging literature such as confounds in multivariate pattern analysis
[6] or interpretation of linear encoding and decoding models [2].
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