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Abstract

In this article a priori error estimates are derived for the finite element discretization of
optimal distributed control problems governed by the biharmonic operator. The state equation
is discretized in primal mixed form using continuous piecewise biquadratic finite elements,
while piecewise constant approximations are used for the control. The error estimates derived
for the state variable as well as that for the control are order-optimal on general unstructured
meshes. However, on uniform meshes not all error estimates are optimal due to the low-order
control approximation. All theoretical results are confirmed by numerical tests.

1 Introduction

During the last decade the discretization of optimal control problems involving second-order elliptic
partial differential equations with additional inequality constraints has been extensively studied.
First L?-error estimates for the simpler case of pure control-constraints have been obtained by
Falk [} and Geveci[?!] for distributed controls. An overview including Neumann control can be
found in Malanowski[?]. All these papers consider a linear state equation and discretization using
a piecewise constant approximation of the control and continuous piecewise linear finite elements
for the state. These results have been extended to semilinear equations in Arada et al.[?] and Casas
et al.['% for the case of Neumann boundary control. For Dirichlet boundary control there has
up to now only been given an analysis in the unconstrained case by May et al.*] on polygonal
domains and by Deckelnick et al.!"”] on domains with curved boundaries. Continuous piecewise
linear finite elements for approximating the control space has been considered in Résch [l and
Casas & Troltzsch ). Convergence results in L have been derived by Meyer & Rosch [*°]. Further,
it could be shown that certain post-processing enhances the convergence of the discrete control,
see Meyer & Rosch [*4] for a scalar state equation, and Résch & Vexler [*2] for the Stokes equation.
By Hinze[®] a so called variational discretization has been introduced where the discretization
for the control variable is implicitly induced by the discretization of the adjoint state through the
necessary optimality conditions. Recently, an analysis of mixed finite elements has been considered
for the discretization of the state equation in Chen et al.['] and Xing et al. [#].
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In the case of semilinear state equations with pointwise state constraints Casas & Mateos[*] have
shown asymptotic convergence, followed by results of Deckelnick & Hinze['*], which also yield
convergence rates for the variational discretization. For piecewise constant control approximations
convergence rates have been obtained in Deckelnick & Hinze["]. The case of piecewise linear
control approximation has been discussed in Meyer [**]. These results yield optimal convergence
rates for the control while the rates for the state are only suboptimal. The first optimal result on
the convergence rate for the state has been obtained in Merino et al.[2] for the case of a finite
dimensional control space.

For the case of constraints on the gradient of the state variable, we refer to Deckelnick et al. ['°]
who have shown convergence for a variational discretization in combination with a mixed dis-
cretization of the state equation and additional control constraints. In Giinther & Hinze [?2] and
Ortner & Wollner ¥ this analysis has been extended to the case of piecewise constant control ap-
proximation. The case of piecewise linear continuous control approximation has been considered
in Ortner & Wollner 1.

So far not much attention has been paid to state equations of higher order, relevant references are
Bégis & Glowinskil*], Di Torio & Toscano 8], Krabs[?’], Outrata et al. **], and Adams et al. !,
and also He & Morosanu[?!, for biharmonic variational inequalities. However, none of these
papers contain error estimates for the approximate solutions. As a first step in this direction,
we derive a priori error estimates for the finite element approximation of an optimal distributed
control problem governed by the fourth-order biharmonic operator. The discretization is based
on a primal mixed formulation due to Herrmann (24] and Miyoshi B¢l In particular, we derive
error estimates for the approximate controls and states both on arbitrary unstructured meshes as
well as on certain uniform meshes that allow for some superconvergence results.

From an application point of view the interest in higher order elliptic equations as constraints
in optimization problems is two fold. First, of course, the use of plate models as constraints
in optimization and similarly identification problems is of interest of its own as indicated by
the above references. Further applications occur in fluid mechanics in the context of the stream
function formulation of the Navier-Stokes equations. Second, mixed formulations of fourth order
problems have a close connection to necessary conditions for optimization problems governed
by second order partial differential equations. Thus, the results here may be of further use in the
analysis of bi-level optimization problems.

The choice of a mixed discretization of the biharmonic problem is thus on one hand motivated
by the connection to the bi-level optimization case and on the other hand by the possibility
to approximate this using H'-conforming finite elements instead of the more expensive H*-
conforming elements or the use of a non conforming method. The choice for the particular mixed
discretization is rather arbitrary and other mixed methods can be analyzed quite similar as we will
show at the end of the article for the Ciarlet-Raviart mixed scheme see Ciarlet & Raviart (3], or

the simultaneous work of Mercier 1]

This article is structured as follows. Next, in Section 2, we formulate the model problem and
recall several known results on the well-posedness of the state equation. In Section 3, we discuss
the discretization of the optimal control problem and derive some new error estimates for the
approximation of the state equation. The main results of this article, the a priori error estimates
for the approximate controls and states, are derived in Section 4 accompanied by the results of
some numerical tests. We conclude this article with a sketch of an application in 2d fluid mechanics
in Section 5.
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2 Problem

We consider the following optimal control problem governed by a fourth-order equation in (primal)
mixed formulation:

min [(q,n)=3lln— |+ 5[lql’, (1a)

{u,o}eUx
quad

subject to { (0,4)+(Vu,divg) =0 Ve,

(Vo,dive)=—(q,¢) VYeeUl. (1b)

The spaces M and U are defined as
M= {v = (”i/)lgi,/gz | v e H'(Q); vV, = 1121}, U :HOI(Q).

The domain £ C R? is assumed to be convex polygonal and H!(Q2) c H'(€) and H*() are
the usual Sobolev spaces over €. The further notation of function spaces is standard and self-
explanatory. Throughout, (-,-) denotes the L? or the L?-tensor scalar product, respectively,
depending on the case at hand, and || - || the corresponding norm. For any measurable subset
§ CQ, we write (-,-)g :=(-,");2(5) and analogously for the corresponding norm.

Let @ >0 and #” a given function in L2(Q). The set Q*! € Q := L*(2) of admissible controls is
defined by pointwise constraints, i.e.,

Qad:{qu|q“ <q(x)<q’ae. inQ}, @

where ¢%,q” € RU {#o0}, ¢* < 47, are given.

An example for the above setting is plate bending. In this case # describes the vertical deflection of
athin clamped plate, o is the tensor of bending moments and g a force density acting vertically on
the plate. The state equation (1b) has been extensively studied in the literature and is mostly referred
to as Hermann-Miyoshi mixed formulation, see for example Brezzi & Raviart[”] or Rannacher[*],
The original references are Herrmann (] and Miyoshi [*¢].

Since (1b) has a unique solution {#,0} for every right-hand side g € H='(£2) (the dual space of
H](2)), we can write #(q) and o(g). Using this notation, we define the reduced cost functional
j:L2(2) >R by

1(q)=](g,#(9)).
Then, the formulation of problem (1) simplifies to

mind 7(q)- @)
q€Q"

Since @ > 0, the reduced cost functional is strictly convex on Q = L*(Q2). Thus, existence and

uniqueness of a solution to (1) can be shown by standard arguments, see for example Lions?*] or
Troltzsch[#4.

2.1 Optimality conditions

By standard arguments one sees that for a solution {g,#,5} € Q* x U x M of (1) there exists an
adjoint state {A*, 17} € U x M, which solves

(4, A7)+ (VA*,div ) =0 Vg eM,

: *
(Vo,divA?) = —(ii —uP,0) YoeU.
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Since the above equation defines a mapping # — {A*, A7}, we will sometimes denote the tuple
{4, A7} by {1*(9),A7(q)}, in order to indicate the dependence of {A1*,A°} on a given control
g through to the mapping q — #(q) — {A*(q), A%(¢)}. To summarize, by convexity an element
{g,4,0} € Q¥ x U x M solves (1) if and only if there exists {A*,X°} € U x M, such that the
element {gq,%,7, e /_1”} € Q¥ x U x M x U x M solves the so-called Karush-Kubn-Tucker (KKT)
system

(7, ¢)+(Va,divg)=0 VoeM, (5a)
(Vo,dive)=—(q,9) YoeU, (5b)

(A7, )+ (VA" div) =0 Ve, (5¢)
(Vo, divi”) (i —uP,0) YoeU, (5d)

(A" +ag,p—§)>0 VpeQ. (5¢)

Here, since (5¢) holds in L?, it holds pointwise a.e.. Thus, using the projection operator
P[a,b](f) := min{b, max{a, f }},

we have the following representation for the optimal control ¢ a.e. in x € Q:
1-
7t == P a i A” . 6
G0)= Prge iy (= = () ©)

For clarity of notation, we emphasize that the solution {g,#,5,4",A7} of the fully coupled
KKT-system (5), including the coupling condition (5e), is indicated by bars. In contrast to that, we
use the notation {#,0} = {u(q),0(q)}, without bars, for the solution of the state equation (5a),
(5b), corresponding to the right-hand side —(g,-), and {#,0,A*, A7} ={u(q),0(q), A*(q), A’ (9)}

for the solution of the coupled system (5a)-(5d) also corresponding to the right-hand side —(g, -).

For the derivative of the reduced (quadratic) functional j(-) we find
j'(@)r)=lime™{j(q +1r) = j(q)} = (u(q) = u”,u(r)) + alg, 7). @)

Using in the following order the second equation in (4), the first equation in (1b), the first equation
in (4), and the second equation in (1b), we obtain

(#(q) = u®, u(r)) = ~(Vau(r),div A7(q)) = (o(r), X’ (q))
=—(VA"(g),divo(r))=(1"(q), 7).

This implies that
7'(@)r)=(A"(q)+aq,7). ®)

2.2 Regularity of solutions

On a convex polygonal domain £, for given ¢ € H~!(2), the solution #(g) of (1b) belongs to
H?(Q2) and even to H*(Q) if ¢ € L*(Q2) and all interior angles of Q are of less than 126.283° (see
Blum & Rannacher [*]). In particular the following a priori estimate holds:

(@l + 1o (@l g2 < Cllgll s,k €1{2,3,4}. ©)
The same holds for the adjoint variables A“(g) and A7(g):
1A (@l gt + A (@l < Clln(g) = Pl s, k€ {2,3,4) (10)
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In view of (6) and Kinderlehrer & Stampacchial?l this immediately implies that the optimal
control satisfies ¢ € W1°(Q) because 1*(q) € H*(Q2) C W1°(Q). In the above a priori estimates,
as well as in those occurring below, the generic constant C does not depend on the functions
involved.

3 Discretization

Let (7,),s0 be a quasi-uniform family of regular decompositions of Q, in the sense of Bren-
ner & Scott %], into closed triangles or quadrilaterals 7', of maximum width 5 € R, . Such meshes
have a superconvergence property if all their edges are parallel to any one of three resp. two fixed
coordinate directions. If this superconvergence property holds for a mesh we refer to this as
sc-mesh.

On these meshes, we define spaces Qéz) of H'-conforming P, resp. Q,-finite elements (biguadratic
elements). Then, we define the spaces for the approximation of the state equation by

M, =M@, U,=Un2?.

As in the continuous case, for given ¢ € Q™ let {u,(q),0,(¢q)} € U, x M), be the solution to the
discrete state equation

(0, ¢p)+(Vuy,divg,)=0 Y, eM, (11a)
(Vo,,dive,)=—(q,9,) Ve, €U, (11b)

The control space is discretized by cell wise constant Py-finite elements resulting in the discrete
admissible sets

Qy=19,€Q, q4l7 €Ly, T €T}, de =Q,NQY.

We note that the choice for quadratic/biquadratic elements is due to the fact, that linear/bilinear
finite elements would require sc-meshes for the convergence of the Herrmann/Miyoshi scheme,
see[3]. The Ciarlet-Raviart method to be used in Section 5 would work on arbitrary meshes, but

with reduced order, see [*3].

On the other hand, higher order elements can easily be analyzed by techniques analog to those
presented here.

In what follows, we will analyze the convergence of the discretization for the state problem. We
will consider only the case when the state is sufficiently regular which is asserted considering only
convex domains. For an analysis of the convergence on non-convex domains as well as for other
(mixed) boundary conditions we refer to the forthcoming publication of Blum & Rannacher .

3.1 A priori error estimates for the Herrmann-Miyoshi scheme

From Rannacher ?%) and Chen '], we recall the following a priori error estimates for the Herrmann-
Miyoshi scheme applied to the plate bending problem. In these error estimates, as well as in those
occurring below, the generic constant C does not depend on the mesh-size parameter » and the
functions involved.

Lemma 3.1. Let {u(q),0(q)} € U x M and {u,(q),0,(q)} € U, x M, be the solutions of the state
equation (1b) and its discrete analog (11), respectively. The following estimates hold.
(1) On convex polygonal domains and general quasi-uniform meshes:

() = (@l + bllo(q) = o (@Il < C|lu(q)l - (12)



S. Fret, R. Rannacher, W. Wollner: Optimal control for the biharmonic operator 6

(1) On polygonal domains with maximum interior angle of less than 126,283° and uniform sc-meshes:

ll(q) = (DI + bllo(q) = o, (DI < CE|l(q)l] 1+ (13)

For the derivation of corresponding optimal-order error estimates for the approximation of the
optimization problem, we will need further error estimates of the form (12) and (13) for the
bending moment variables in the weaker H~!-norm. Since such estimates do not seem to be
available in the literature, we provide a sketch of the proof.

Lemma 3.2. Under the conditions of Lemma 3.1, the following estimates hold.
(1) On convex polygonal domains and general quasi-uniform meshes:

llo(q) = ol < Chu(@llp- (14)

(1) On polygonal domains with maximum interior angle of less than 126,283° and uniform sc-meshes:

llo(@) = o (@l < CH||#(g)|z+- (15)

Proof. For simplicity, we set 0 = o(q) and o), = 0),(¢). We use a duality argument. Let n € M
be arbitrary and let {z*,z°} € U x M be the unique solution of the problem

(27, 9)+ (Vo' divd) =(n.§) Vg e, (16)
(Vo,divz?)=0 YoeU. (17)

We test (16) by ¢ = o — 0, obtaining
(0 —0),n)=(27,0 —0,)+(Vz",div(c — g))). (18)

To get an estimate for the right-hand side of (18), we need an interpolation operator 7, : H'(2) —
2@ which satisfies

Ch™ |9z
Ch" ol

llo = Il

(19)

<
lo =2yl <

for 1 <m <3 and v € H”(2). Such an operator is provided, for example, by the Scott-Zhang
operator (cf. Brenner & Scott [°], Section 4.8). For v € H'(Q)**?, we define I, component wise.
Now, we use the Galerkin orthogonality property

(0 =0p,¢y)+(V(n =), divd,)=0 V¢, €M,

Taking ¢, =1,z and ¢, =1I,z", we obtain from (18) that

(0' bl Ub,ﬂ) = (Z‘7 —]hZG,O' —_ O-h)+(v(% ol Mh),diV]th)
+(V(z* = I1,2"),div(c — o).

For the second term on the right, we use (17) to obtain
(V(n—uny),divl,z°)=(V(u —u;),div(l,z° —z7)).
Hence by the Cauchy-Schwarz inequality,

(0 =0pn) <2 = 1,2 lllo = 0 [[+ Cli4, 27 = 2 [[gprl|# = |z

20
T Cllz" = L lallo = ol 29
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(i) We derive the error bound (14) an general quasi-uniform meshes. To this end, we estimate the
terms in (20) one by one. For the first and second term, we obtain

127 = 1,2 lllo = oyl < Ch||27| g ot g2 < CH [l Ll e @1
and
12,27 = 2° |lppolloe =yl g0 < CH||2 || e llell 2 < CH| Il - 22)
Splitting the third term as
llo =yl <llo = Lol + 11,0 = oy llg

we obtain from (19)
llo =Lyl < Cllollg < Clixllzs 23)

and using an inverse estimate for finite elements

1,0 = oylle < ChM 1Ty — oyl < Ch™H|I,o = ol +]lo = oI}

(24)
< Clllollg + el } < Cllal -
Combing (23) and (24) implies
llo = oyll < Cllollg +ull g} < Cllal |- (25)
Finally, we conclude by (19)
2" =1, 2" ||yt < CHP||2*|| 2 < CH|Ill 1,
and thus
12" =1, 2* |lpillo = oy ll < CH12" gl < CH|Ill |l - (26)

Altogether, we showed in (20)-(26) that

(0 = 03,m) S Ch|ul g Il -

Now, taking the supremum over 7 € M, we obtain the asserted estimate (14).
(ii) To get the improved convergence rate on uniform meshes, we assume that 7 € H*(£2)**2. In
this case all the estimates (21), (22), (23), and (24) can be improved by one order yielding
127 =1,z llllo = o || < CH |l ]| e
12527 = 2 llggelloe =yl < C|Ipll el el
12" = 1,z" g llo = oyl < C Il e el

Using these estimates in (20) and taking the supremum over 1 € H*(2)**? yields the asserted
superconvergence estimate (15). O

3.2 Discrete optimal control problem
Finally, we introduce the discrete optimization problem

min J(qpsmy) = |y, — w17 + 2llg, 1%, (272)
9,€Q;

{u),0,}€U, xM,
. (0 ¢hy)+(Vay,div,) =0 Y, eM,

subject to . 27b
) { (Vo,,dive,)=—(q),¢,) Yo, €U, @7b)
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With the corresponding solution operator, we can define the discrete reduced cost functional
7, : LH(Q) =R by

15(q) =1 (q,n,(q))-

As in the continuous case, a point {g,,#%,,5,} € Qacl x U, x M), is a solution to the optimiza-
tion problem (27) if and only if there exists an adjoint state {/117, h} € U, x M), such that
{qh,uh,ah,ﬂh,ﬂh} € QX x U, x M), x Uy x M), solves the discrete KK T-system:

(T 1)+ (Vity,divd,) =0 Vd,eM), (282)
(Vo diva,)=—(q,¢5) Vo, € Uy, (28b)

(4, A)+(VAL dive,) =0 Vg, €M, (28¢)
(Vo divA)) =—(it, — 4, 0,) Vo, €U, (28d)

(/1 +aq,,p,—q,) 20 Vp, € Q. (28¢)

Since we consider piecewise constant control functions, inequality (28e) is also valid element wise
and we can express the discrete optimal control via the cell wise projection

_ 1 .,
qh|T:P[qﬂ,qb]<—mLAb dx). (29)

As on the continuous level, bars are used to indicate the solution of the full discrete KKT system
(28), including the coupling condition (28e). The notation without bars is used for the solu-
tions of the discrete primal state equations and the coupled discrete primal/dual state equations
corresponding to the common right-hand side (—g¢, -).

As on the continuous level, for the derivative of the discrete reduced (quadratic) functional j,(-),
we have the representation

Tnap)ry) = (uy(qy) — uP,m, (1) + alay, 1) = (A(q,) + agy, 1), (30)

and also the identity

(A (a)s ) = (mp(qp) — uP,uy(r)s @7y € Q). 31)

4 A priori error estimation

In this section, we derive estimates for the error between the solutions to the optimization problems
(1) and (27). To this end, we follow the lines of the standard argument by firstly analyzing the
error in the control variable using the strict convexity of the cost functional.

4.1 Error estimates for the control variable

We start with proving two simple lemmas.

Lemma 4.1. Forany q,r € L*(Q) there holds the estimate

7(a)(r) = 7, (@) < ClIA*(q) = A, (@)l l- (32)
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Proof. By the representations (8) and (30) it follows that

7"(@)(r) = 7@ =1 (@) = (7, 44(@) | < ClIz A (@) = A (@)l
which proves the assertion. O

Lemma 4.2. Forany p,q,r € L*(Y) there holds the estimate

|7(a)(r) =" (p)(n)| < Clig = plllI7 -
Proof. By (8), we have
|7'(@)(r) = 7' (p)()| = |(r, A"(9) = X (p)) + (g = p,7)]
< Clirl{liA“ (@) = A ()l +1lq = 2lI}-

Now, {A*(g) — A*(p), A7(q) — A7(p)} is the solution of the adjoint problem with right-hand side
(#(g)— u(p), -). Using (9) and (10), we conclude that

17(q) = A" (Pl < Clln(g) — u(p)l| < Cllg — plI,

which proves the assertion. O

Now, we are able to prove our first result for the error in the control approximation.

Theorem 4.3. Let g and §,, be the optimal controls of problems (1) and (27), respectively. Further,
let X*(g) and X;(q) be the corresponding adjoint variables. Then, there holds

17 =5l < C{lIA*(@) = 4@+ inf [Ig = pyll}, (33)

P»EQ,

where C = O(a™"). The set Qb C de is defined as

Q={p€Q"|/"G)\G, - ps) =0} (34)
Proof. Let p, € Qh. From (30), we conclude that
allg, — ppll* < (uy(Gy — 21 3Gy — 21) + @ (3 — P1sdy — P3)
=7,(@5)d), — 2y) = 1,(2s )@y — Pp)-

In view of the discrete optimality condition (28e) the first term on the right is non-positive, which
implies that

allg, — 3l <=7, (s )dp — P1)-
By definition of Qh’ we can insert the non-negative term ;'(7)(q), — p;) obtaining
allg, — 3l < 7' @)Xy — py) = 7,(0s) @5 — P)
= ]./(q_)(q_h - )= ]'/(Ph)(q_h —pp)+ j/(Pb)(q_h —py)— J';/,(Pb)(q_h =)
Applying Lemma 4.2 and Lemma 4.1, we further deduce
allgy = poll* < Cligy = 2ol (17 = poll + 114D = A5(DI)

and, consequently,

allg, = pyll < C{llg = plI+114°(@) = A3(II}-
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Then, applying the triangle inequality, we obtain

1= a5 <lg = psll + 1125 = gl
<117 = ol + Ca™(llg = pyll +114(@) = 4, (@)
< Co A7) = @I+ (Ca™" + D)ll7 = pyll,

which completes the proof. O

It remains to estimate the two terms on the right of (33). First, we consider the term [|A4*(g) —
A7(@)ll. By definition A*(g) is the solution of the adjoint equation with the state variable #(g) on
the right-hand side, while A7(g) is the solution of the discrete adjoint equation with the discrete
state variable #,(g) on the right-hand side.

We introduce new variables for splitting the error into two parts, which can be estimated separately.
Let {A%(q),A7(q)} € U x M be the solution of the auxiliary problem

(4, 2°(@)HV (), divg) =0 Vo eM,

A (35)
(Vo div () = ~(u(@)— #°.p) VpeU.

Clearly, the pair {A*(q) — j”(q_), A7(q)— j"(c})} is solution of the adjoint system (35) with right-
hand side —(#(g) — #,(g), - ). Hence, using (10), we deduce

12(7) = A“(@)I| < Clln(§) — my(q)I

Then, Lemma 3.1 and (9) give us
124(3) = 2@ < CHu(@llip < CHI]1 -+ (36)

It remains to estimate the term [[A*(¢) — A7(¢)|, which represents the discretization error of the

adjoint equation with given right-hand side (#,(q) — #?, -). Hence, we can apply Lemma 3.1
obtaining

12(3) = 4@ <11 = 2@+ 1) = A4@)l|
< ChH|Illg + 1A (@)ll e }-

Finally, we want to find an upper bound for infph <o, |7 — p,||- To this end, we give an explicit

37)

cell wise definition of a function p, € Qh (compare Arada et al.[?)), which will turn out to be an
optimal-order approximation to 4.

Lemma 4.4. The approximation p, € QZd to q cell wise defined by

9, if [ (@) +agtdx>0,
plr =14’ if [ {A(@)+agtdx <0, (38)
717" [, qdx, if [{A(9)+eq}dx=0,

satisfies
7(@)Gy = py) 20, (39)
e, p, € Qh ,and

lg = p3ll < Chligllye~- (40)
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Proof. (i) We show that the inequality (39) holds even cell wise,

7'@)dy = py) = (X(@) +aq, Gy — py)= D (X(9)+ad.qy— p))r-
Teg,

We consider the three cases in the definition of p,, separately.

a) p,=q"onT:
By definition of p,, we have [,.{A*(q)+ag}dx >0 and therefore

@)+ ad ) — )y = (Gslr — %) JT{A“<4>+aq'}dxzo.

b) p,=q’onT:
By deﬁnmon of p,, wehave [, {A*(7)+ag}dx <0 and therefore

(@) +ad gy — p)r=Glr—a") JTW<q'>+aq'}dx20.

o p,=IT|""[,4dx onT:
By definition of p,, we have [, {A*(7)+ 24} dx =0 and therefore

@)+ add) —pm=<czh|T—ph>Lw<cz>+acz}dx:o.

This proves the relation (39).
(i) We show that the error estimate (40) again holds cell wise.

3 py=q‘onT:
By definition of p,, there is a point x, € T, at which (4*(7)+ ag)(x,) > 0. In view of the

projection formula (6), we conclude g(x,) = g*. It follows that

-2l = | 130 dtooPd
1
<] ( f V(50 + £z = 50)(x = 20 dt ) 'dx < BTG, ..

b) p,=q’onT:
By definition of p, there is an x, € T such that g(x,) = ¢°. Hence, using the same
argument as above, we find

17 = 31l < PITIIG] e

o =TI 1qudx onT:
In this case pj|; is the L%-projection of g|; and we can apply a standard error estimate to
get

19 = pyll5 < CH?IVGIE < CHTNIIE e

We conclude that

17 =23l = D NG = 2l < CP* DTN e = CHIGIR e

TeZ, TeT,

This completes the proof. O
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Combining the foregoing results, i.e. the estimates (33), (37), and (40), and observing that ||g]|;-1 +
ANl < C(1+]|g]l w1 ), we have proven the following theorem.

Theorem 4.5. Let g and g, be the optimal controls of problems (1) and (27), respectively. Then,
there holds

g = g,ll < Ch(L+11qllyr<)s (41)

where C = O(a™?).

4.2 FError estimates for the state variable

We will now derive estimates for the errors #(q) — #,(g,) and 0(g) — 0,(q,) using appropriate
norms. We follow the approach of Meyer & Résch**] who have employed these techniques for
the case of second-order elliptic operators.

As in the last section, we introduce an auxiliary cell wise constant function p, € de for splitting
the error into three parts, which will be estimated separately:

1) = (@) < Wt (q) = w(pp )|+ [2Cpy ) = ()l +[1(G ) + 2 (G )] (42)

The third term on the right-hand side is again the discretization error for the state equation for
which Lemma 3.1 yields

1(3,) = (@)l < CP (@)l < CHNGpllz-+ < CHIll o, (43)

where the boundedness of g, follows from the already proven error estimate (41) for the control
variable. Hence, we will only be concerned with the first two terms on the right of (42).

For any cell T € , let m; denote its midpoint. We define the projection ./, : C(Q) — Q, cell

wise by
M(©)ly=2lmp), TeET,

We note that for any v € H¥(T), T € J,,, there holds (see, e.g., Meyer & Résch34)
|| ot sty | < CRITI el (44

Using this notation, we introduce the auxiliary function

Py = AM(q),

where g is again the optimal control of problem (1). Then, by standard scaling arguments, we
obtain

g = pyll i<y < Ch”q_”Wlm(T), (45)
17 = pllz < ChlIgl g1y (46)
provided g € W1°(T) or g € H¥(T).
For the following argument, we split the set of cells 7' € J, into an uncritical part 7' where g
is smooth, and a remaining critical part 7.

Definition 4.1. By 7!, we denote the set of all cells T in F,, where the optimal control g € Q-
Julfills one of the following conditions:

@q=q" onT, (b)Gg=q" onT, (¢)q"<q<q’ onT.
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We denote 9;]2 =7, \?bl , L.e, 9})2 denotes the set of all cells where q takes on the values q* (resp.

q" ) as well as values bigger than q* (vesp. smaller than q° ). For the unions of these cells, we will use
the following notation:

1_: 2 _:
Q}J zlnt(UTeg; T), Q}) :lnt(UTGZ}ZT)'
To be able to show optimal-order error estimates for the state variable, we will need the following
assumption.
Assumption 1. The mesh domain Q) of critical cells is sufficiently small in the following sense:

17]= > |T|<Ch. 47)
TeT}

Remark 4.6. Assumption 1 is crucial for the optimal-order error estimates for the state variable to
be derived below. It is clearly satisfied if the boundaries of the sets —a~'2* = q* and —a~'1* = g*

consist of finitely many smooth curves or points. Since A" is a solution of the biharmonic equation,
this property is likely to be true. In our test calculations this conditions has always been satisfied.

According to the splitting Q= ﬁ}? U ﬁi , we introduce the following norm:
1911 = 191l y + 1l

Lemma 4.7. Suppose that Assumption 1 is satisfied. Then, for p, := M,(q) the following error
estimate holds:

14(2) = #(pp)llzzz +1lo (@) = o (pp)II < CE2 ], (48)
Proof. The pair {u(q) — u(p;,),0(q) —o(p,)} is the solution of the system
(0(q) = o (py), )+ (V(u(q) — u(py)),div ) =0 Vden,
(Vo,div(o(q)—o(py))) =—(a—py¢) VpeU.
Testing here with ¢ = u(q) — u(p,) and ¢ = 0(3)— o(p},), we obtain
lo(q) = o ()P = —(V(u(g) = u(py)),div(0(q) = o (p,)

=(q = pp-u(q) — u(py)) (49)
=(q—ppn(q)— ”(ph»ﬁ;’ +(q = ppu(q) - ”(Pb))ﬁ;-

For abbreviation, we set v := #(q) — #(p,). First, we estimate on the critical cells in 9172. In view
of Assumption 1, there holds

g = Py 0)ae| = > G —ppo)r]
TeT}

<11 pull=gp 1l ey S 1771
Te}

< Ch“q__Pb”LM(ﬁz)”v”L%ﬁz)'
Hence by the continuous embedding H2(2) C Loo(ﬁi) and the estimate (45), we conclude that

- 2 -
G = 10| < CHNlgrm 1ol (50)
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Next, we estimate on the uncritical cells in ;. There the optimal control ¢ belongs to H Z(Q;J)
Recalling that p), = .#,(g), we obtain

g = pp0)ey | < PG (@), 2)r

Teg)

= > (= A,(q), 0= M, (0))7 + (G = M,(§), M,(0))r]

TeT)}

< 3 {IG =@ lrlle = A,

TeT}
3

@l jT{é—/ﬂh@}dx

and, consequently, in view of the estimates (44) and (46),

G = p1s 0y < CH? 3 {allzrryllollazry + 17172 A @) | 1z |
Teg)

=i 3 Il el + -4, 1l )

Teg)

<Ch* > g1z 2l ey
Teg)

Thus, we have proved
(g - Ph”v)(zﬂ < C/?2||6f||H2<QL)||’U||H2(Q;)- G1)
Altogether, we showed that
lo(@) = o (I <IG = 23, (@) = ()| < CEIG I, ll(F) = ()l - (52)
Since #(g) — u(p,) € H2(S2), we can apply Poincaré’s inequality to obtain
l14(3) = #(pp)ll= < CIVA((F) = u(p))| < Cllo (@) = o ()
This together with (52) implies that
1#(3) = #(ppller2 < Cllo (@) = o (Il < ChI4ll
which completes the proof. O

We will need the following consequence of Lemma 4.7

Corollary 4.8. With the assumptions and notation of Lemma 4.7, there holds the error estimate
14(9) = 4, (o)l < CEA(L+1141l). (53)
Proof. From the a priori estimate (10) and Lemma 4.7, we obtain
14(9) = X ()l < Clln(@) = u(pp)Il < Ch2 ],
Further, as in (37) it follows that

1) = A3l < CH {1yl + 1 )l < CE2{IGI, + 1A (2l -
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Combining the foregoing estimates yields

14(9) = 2,2l < CE {1l + 112" ()l -
Finally, using (9), (10), and (45), (46), we conclude that
1A Eollee < NA (@l +1A"(@) = A* ()|

<NADlles +11g = pylle-
S|Pl + Chligll, < C(L+B)A+119]1,);

which completes the proof. O

Next, we want to estimate ||g, — p,||- From the optimality condition (6), we see that at the
midpoint my of a cell T € ), there must hold

{X(q)mp)+ aq(mp)Hq,(my) = g(my)} 2 0. (54)
Recalling py | = 4,(9)|7 = g(my), (54) becomes
{X@)mr)+ap,(mp)Hq,(mr) = py(mp)} 2 0.
Integrating this over 7 and summing up over all cells 7" € J,, we obtain
(A" (@) +apy g, — py) 20
In addition, testing the discrete optimality condition (5e) with p; yields
(A(q,)+aqy, pp—q5) = 0.
Adding the last two inequalities gives us
(A (X)) = X(qy) +a(py = d4)sq) — P1) 205
or, equivalently,
allg;, — pylF < (ALA) = X534, d) — Pp)- (55)
With these preparations, we are now able to prove the following lemma.

Lemma 4.9. With the assumption and notation of Lemma 4.7, there holds the superconvergence result
175 = 231l < CRA+1G1,)- (56)
Proof. We start from inequality (55). Its right-hand side can be estimated as follows:
(A, (X)) = A5(d5)> 43, — pi) = (X (@) = A" (@), ) — )
+(X(q) = A (py)sdy — Py) (57)
+ (A (p,) = A )sd) = Pp)-
For the first term on the right in (57), we use the fact that g, — p,, is cell wise constant to obtain

(A, (A@) = 2@ dy — P1) = D JT{A”@(W) — (DG, — prydx

Te7,

= D _1q,(mr) = p,(mr)} JT{’{”@])(WZT) —A(q)}dx

Teg,

<Ch? Z |q_b(mT)_Ph(mT)||T|1/2||/1%<67)”H2(T)
TeT,

= Ch Y 113y = pullr I @llirry-
TeF,
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This implies that
(A, (X (@) = 2@y = py) < ChIg;, = pyllIlA* (@) - (58)
For the second term, we get from Corollary 4.8 that
X = A5 (pi)sap — p1) <A@ = A5 (o )llllg, — Pl
< Ch{lIgll, + 1A @l I, = il

For the third term, in view of (31) and the linear dependence of #,(g;) on g, we have

(A (Py) = A3(@0)sdp — y) = (,(py) — #1(q1)s (G ) — 1, (p,)) O (60)
Altogether, (55)-(60) and (9), (10), yield

15 = 3l < CH{1Igll, + 1" (@Il 17, = poll < CH* {1+ 1111, 315 = 23]l

with a constant C ~ o~!. Division by ||, — p|| completes the proof. O

(39)

Now, we combine the results of Lemma 4.7 and Lemma 4.9 to obtain the following error estimate
for the deflection variable:

() = w(@)lle < 11(q) = #(pp)llr2 +11(ps) = (G2
< l(q) = w2l + Cllps = gl (1)
< Ch(1+Igll,)-
A corresponding error estimate follows for the bending moment variable,
lo(q) = (gl < 11#(q) = uCpp)llr2 +11#Cps) = (Gl
< l(q) = w2yl + Clipy = gl (62)
< Ch*(1+1gll,)-

With these preparations, we are now able to show the main result of this section, which is mainly
a recollection of what we have already shown.

Theorem 4.10. Suppose that Assumption 1 is satisfied and let {u(q),0(q)} be the optimal states of
problem (1) and {u,(g,),0,(q,)} those of problem (27), respectively. Then, on regular quasi-uniform
meshes there holds

1) = (@ )z +110(@) = 0@l + bllo (@) = o, (@Il < CH(A+1Igll,)-  (63)
Further, if u(q) € H*(Q), on uniform sc-meshes there holds

lo(q) = 0,(g,)| < CHA(1+11],)- (64)

Proof. In view of (61) and (62) it remains to estimate the error terms ||#(g,)—#,(7,)l| 1> ||o(g,)—
,(gullg-1> and ||o(g),)—0,(g,)||, on quasi-uniform regular meshes, and ||o(g,)—0,(g,)|| on
uniform sc-meshes. On quasi-uniform regular meshes Lemma 3.1 and Lemma 3.2 yield

1#(q5) = (@l + 110 () = 3@l -1 + Pllo(q,) — 03, (q,)l]
< Chu(g)lp < ChI, -
On uniform sc-meshes Lemma 3.1 yields
lo(7,) = 4@ < ChI, I
Now, the result of Theorem 4.5 completes the proof by the estimate
12,11 < Cligll, + ChIIADI e < CA+]Igl1,),
for h <1. O
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4.3 Numerical results

In this chapter, we present the results of numerical tests, which confirm the theoretical predictions
of our a priori error analysis. The computations have been done using the software packages
RoDoBo ) and Gascoigne %],

The first test is on a family of uniform sc-meshes whose edges are all parallel to the Cartesian axes.
Starting from the unit square, in every step the next finer mesh has been obtained by dividing
every element into four sub-elements of equal size (global uniform refinement). Afterwards these
uniform meshes have been systematically distorted in order to eliminate superconvergence effects.
Every node of the uniform mesh (except the nodes on the boundary) has been randomly moved,
between 0 < ¢, <0.02-/ in horizontal direction and 0 <, <0.02-/ in vertical direction. On
the obtained family of distorted meshes the same test problem has been solved.

The test problem is as follows:

_min J(@n)=Hlo =P+ £l (659
q€Q™
. (0,)+ (Vu,divg)=0 YeM,
subject to { (V;o,dlva ——(f+q.9) VoeU. (65b)

Here, we chose 2 =(0,1)?, « = 1073, and
Q¥ = {q€ (), =750 < g < =50 a.e. in Q}.
Further, we define
Flx,y)=A? (sinz(nx)sinz(rcy)> — P[—750,—50](_C‘_1 sin’(7rx)sin’(7y))
and
uP(x,y) = A? <sin2(nx)sin2(7'cy)> + sin?(7x) sin®(7y).
Then, for these data the solution of the KKT system is given by

#(x,y) = sin’(mrx) sin’(my),

A*(x,y) = sin’(7x) sin’(my),
q(x,y)= Pr_ss, 50]( ™! sin®(7x)sin®(7y)).

The errors of the numerical approximations to control and state variables on uniform meshes are
listed in Table 1. The observed orders of convergence confirm the theoretical predictions. The
results of the computations on the distorted meshes are shown in Table 2. The observed orders of
convergence for control variable and deflection largely agree with the predicted ones. On coarser
meshes, a slightly faster convergence can be seen for the bending moments than predicted. This
phenomenon can already be observed in computations solving only the state equation on the same
meshes. However, in comparison to the order of convergence on the uniform meshes a significant
difference can be observed in accordance with the theoretical results.

5 An application in 2d fluid mechanics

In this chapter, we consider another optimal control problem arising in fluid mechanics. An
efficient way to compute a solution for the Stokes problem in two dimensional approximation
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Table 1. Convergence results for control and state variables on uniform meshes

17 —q,ll llo —a,ll 52 — || 1

N error order error order error order
81 1.10- 102 - 8.44-107! - 1.94.107! -

289 6.27-10! 0.81 2.79-1071 1.60 5.58-1072 1.79
1089 3.20-10! 0.97 5.85-1072 2.25 1.27-1072 2.13
4225 1.62-10! 0.99 1.76-1072 1.74 3.48-1073 1.87
16641 8.08-10° 1.00 3.76-1073 2.22 8.04-10~* 2.12
66049 4.04-10° 1.00 1.05-1073 1.84 2.12-10~* 1.92
predicted 1.00 2.00 2.00

Table 2. Convergence results for control and state variables on distorted meshes

17 —g,ll llo — ol 172 — [ 1

N error order error order error order
81 1.10- 102 - 8.50-107! - 1.94-107! -

289 6.25- 10! 0.82 2.80-107! 1.60 5.58-1072 1.80
1089 3.20- 10! 0.97 6.01-1072 2.22 1.28-1072 2.13
4225 1.61- 10" 0.99 1.88-1072 1.67 3.49.10°° 1.87
16641 8.08-1Q° 1.00 4.92.1073 1.94 8.05-10~* 2.12
66049 4.05-10° 1.00 1.92.1073 1.36 2.12-10~* 1.92
predicted 1.00 1.00 2.00

is to reformulate the problem in terms of the stream function. This results in a state equation,
which is also governed by the biharmonic operator and can be solved again using a mixed finite
element scheme. In this way the second-order Stokes system, which involves the incompressibility
constraint, is replaced by a scalar but fourth-order equation.

The 2-dimensional Stokes problem under consideration reads as follows:

—Av+Vp=f inQ, (66)
divo=0 inf, 67)
v=0 ondQ, (68)

where v is the velocity, p the pressure, and f the driving volume force. We introduce the stream
function ¢ as a potential of the velocity field v given by v = rot ¢ = (&,¢),—3,¢)T. Inserting
this in the above system, (67) is automatically fulfilled, since divrot¢ =0. The rotation operator
acting on a vector valued function is defined by rotv = J,v, — d,v,. Using this notation, we
introduce the vorticity w = rotv = —A¢. Applying the rotation operator to (66), we end up
with the system

—Aw=rotf inf,
-Ad=w in 2, 69)
¢=3d,4=0 on dQ.
In this case one is not interested in the whole bending moments but rather in the vorticity

w = —A¢. Hence, we will consider a less costly mixed method, the so-called Ciarlet-Raviart
mixed scheme (see Ciarlet & Raviart 1], or the the simultaneous work of Mercier 1), Tt consists
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of finding ¢ € U := H}(?) and w € M := H'({2), such that

(w,n)—(V¢,Vn)= VneM,
—(Vp,Vw) = (f rotg) VYeeU.

We consider the following optimal distributed control problem

min  J(q,4)=jllrot¢ —oP|P + £lqlP, (70a)

q€Q™
{f wleH ()xH' ()

subject to { (,7)=(V§, V) =0 Ve, (70b)

—(Vp,Vw)=—(q,rotp) VeoeU,

which is a tracking problem for a given flow field v2 € H'(£2). The control variable ¢ is some
force acting on the whole domain, e.g., an electromagnetic field. For the space of admissible
control functions, we again impose pointwise constraints, 1.e.,

{qE(Lz |q <g;(x )<ql.b a.e. inQ,i:1,2},

where ¢°,¢% € (RU {£o0})?, 4 < q°. Furthermore, let & > 0, and Q be a convex polygonal
domain. The corresponding adjoint system takes the form

(7, A°) = (VA?, V) =0 VneM, (71a)

—(V,VA?) = —(rot ¢ —vP,rotp) Yo e U. (71b)

The discretization is analogous to that in Section 3 by choosing
2 2 ad ad
Uu,=29nU, M=29nM, Q'=Q,nQ™.
Then the discrete optimal control problem reads as follows:

min, Iy )= 3llror g, — 0P|+ 5llg, I, (72a)
) b

($p0)E(U, xM),)

subject to

{ (@ps13) = (Veby, Vi) =0 Vo, €M), (72b)
—(V), V)= —(gy:rotp,) Vo, €U,

Defining the adjoint variables {AZ, A2} € U, x M), as in the continuous case, we end up with the

following optimality system:

(wps 1) = (Vb Vi) =0 Vn, €M, (73a)
(v%nVC‘)h) —(g),,rot ;) Vo, €U, (73b)
(74 A7) = (VA;, V) =0 Vn, €M), (73¢)
(Vgah,V) )=—(rot ¢y, — 0P, rot@),) Yo, e U, (73d)
(fOt/1 +aqy, pp—4,) 20 Vp,e Q. (73e)

5.1 Error estimates

As in the proofs in Section 4, we can derive the following error estimates for the present situation.
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Lemma 5.1. Let ¢ and g, be the optimal controls of problems (70) and (72), respectively. Then,
there holds

1 = 4,1l < Ch(1+1Iglly1e)- 74)
where C = 0(a™!).
Proof. The proof is completely analogous to that of Theorem 4.5. O

When deriving error estimates for the state variable, a minor modification has to be taken into
account. Due to the rotation operator on the right-hand side of the state equation, we cannot use
an analogue to Lemma 4.7 to get a bound for ||w(g) — w(p,)||- Instead, we need an error bound
in the H~'-norm. This may be accomplished by another duality argument. For lack of space the
rather standard technical details of this argument are omitted. Then, we immediately obtain the
following result.

Theorem 5.2. Suppose t/mt Assnmptzon 1 is satisfied and let {gﬁ (9)} be the optimal states of
problem (1) and {,(q,),w(q,)} those to problem (27), respectwely Tken, on regular quasi-uniform
meshes there holds:

19@) = $a(@nllen +115(3) = &4 Gp)le < CH(A+Iglly)- (75)

5.2 Numerical example

We consider the following problem:

1 D2 a 2
#)=5lirote = 3llgll 76
{sbaf?enl}xM](q u)=3llrotd — o717+ Sllgl] (76a)
q€Q™

+(V¢,Vn)=0 VneM,

(V%Vw): -(f+49,9) VoeU, (76b)

subject to { (e,

where Q=(0,1)? and @ =107>. Let
QY ={qeL*)? —700< g, <700 ae. in€, i =1,2},
and
f(x,y) = —rot A(sin*(zx)sin®(7y (1 — sin(7x) sin(7y)))
— P(_s0.700( — @' rot(sin*(7ex) sin®(7ry)(1 — sin(x)sin(7y))),
vP(x,y) =8, (sin’(rx)sin(7y)(1 = sin(7x))sin(y))
— 3, A (sin’(rex)sin’(rry)(1 — sin(7rx)sin(7y)) ),
v (x,y) 1= =3, (sin’(7rx)sin’(7ry)(1 — sin(x) sin(y))
+3,A (sin’(rex)sin’(7y)(1 = sin(7rx)sin(7y) ) .

For these data the analytical solution of the optimality system is given by

‘&I

(x,9)= /W( y) = sin?(7x ) sin(7y )(1 — sin(7x) sin(7y)),
B(x,3)= 3 (x,3) = ~Ad(x.9),

q(x,) = —P_700,700] (— o' rot(sin®(7ex) sin’(7y)(1 — sin(7rx) sin(7ry)))).
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Table 3. Convergence results for control and state variables on distorted meshes

17 —q,ll 1 =&yl llco — o, |

N error order error order error order
81 1.96- 102 - 6.41-1071 - 8.08-107° -
289 1.59-10% 0.30 4.28-107" 0.58 6.29-107° 0.36
1089 8.91- 10! 0.84 1.24-107! 1.78 1.95-107° 1.69
4225 4.56-10! 0.97 3.10-1072 2.00 4.74.1071 2.04
16641 2.30-10! 0.99 8.04-1073 1.95 1.27-107! 1.91
66049 1.15-10! 1.00 2.07-1073 1.95 3.22-1072 1.98
predicted 1.00 2.00 2.00

The results of our computations are shown in Table 3 and confirm the theoretical findings.
Except that for the vorticity w, we proved second-order convergence only with respect to the
weaker H~!-norm, while it is observed also in the Z>-norm. The theoretical explanation of this
superconvergence behavior has to be left as an open problem.
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