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I. INTRODUCTION

This assignment looks at image morphology in the con-
text of character recognition. We start off with the basic
erosion and dilation operations and build up an advanced
detection algorithm using the principle of skeltonisation
and pattern comparison. We shall look at different seg-
mentation techniques. The additional complexity of find-
ing rotated letters should make algorithms take long to
process. Noise may affect pattern recognition outcomes,
this will be looked into.

II. MORPHOLOGICAL OPERATIONS IN
MATLAB

The basic morphological operations of erosion and di-
lation are defined in MATLAB as imerode and imdilate.
Fig 1 shows an image of spade that has dilated and eroded
by the same 5 pixel radius ball structuring element. The
functions work by running a defined structuring element
over an image and comparing pixels in the structure to
a defined base point (arbitrarily the centre pixel). Ero-
sion grows the background and erodes the foreground.
Dilation is the complement of this. The table shows how
these operations work.

Center Pixel Value Pixel in Structure Window New Pixel Value

0 0 0

0 1 0

1 0 0

1 1 1

TABLE I: Erode

Center Pixel in Struct Window New Pixel

0 0 0

0 1 1

1 0 1

1 1 1

TABLE II: Dilate

Two other operations, open and close will be imple-
mented by considering

A ◦B = (A	B)⊕B (1)

A •B = (A⊕B)	B (2)

Where 	 and ⊕ denote erosion and dilation respectively.
Opening removes thin bridges in symbols and closing re-
moves small gaps.

There is an advanced morphological function called
bwmorph from which various distinct operations can be
performed. Fig 2 shows the skeletonisation of the spade.
This advanced algorithm will be implemented in a cus-
tom function to understand its operation.

III. FINDING THE LETTER E

The main objective of this report is to detect the letter
e in two paragraphs of text.

The initial operation must be to make our image bi-
nary. A simple threshold operation is performed at 150
levels. A later sectoin will look at alternative methods
for binarisation for it best to minimise user decisions.

Next the image is skeletonised. Different e are not
likely to have the same pixel footprint but more likely
to have the same base skeleton hence skeletonisation in-
creases the accuracy of detection.

Initially, the known e skeleton must be produced. A
window is manually selected to crop e and skeletonisa-
tion performed. This is achieved through a series of mor-
phological operations (see [1] for a good primer). As
explained, only the imerode and imdilate functions will
used hence we rewrite this.

S(A) =

K⋃
k=0

{(A	 kB)− (A	 kB) ◦B} (3)

=

K⋃
k=0

{(A	 kB)− ((A	 kB)	B)⊕B} (4)

To test correct deconstruction, a reconstruction algo-
rithm was also implemented. This reverses the procedure
and obtains the initial symbol again.

In this equation, B is the structuring element or struct.
A small symmetric struct is selected to maintain the cen-
tre. The effect of different sized structs is will docu-
mented in [1].

It can be seen that elocator employs a better skeleton-
isation implementation than the initial findthee function.
The initial implementation required a user-defined num-
ber of iterations K. The second technique looks for the
skeletonisation before no are pixels left and knows this is
when to terminate.

All instances of e from the text are inputted into the al-
gorithm to obtain different variants of the skeleton. Per-
forming an OR on these obtains a master group skeleton.
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After the skeleton form of the input image and the
symbol to detect are ready, the second part of the al-
gorithm performs matching. A symbol sized window is
panned over the image and pixel values compared. The
skeletonisation symbol was modified by adding ‘don’t
care’ pixels with the value 2. The algorithm compares
values for 0 and 1 and increments pass to each successful
pixel match. Succesful detection is calculated by multi-
plying the total 0 and 1 count in the symbol times some
tolerance percentage. We must set the tolerance of the
algorithm to less than 100% in order to recognise all of
the e for there is a noticeable range in pixel footprints
throughout the text. The point at which all e characters
are found, yet no false positives produced, varies with the
image input. Hence, this must be user-defined through
trial and error. For a full application, a toggle slider could
be used. The use of user interaction is a bridge to the
optimal solution. A computer algorithm alone is unable
to distinguish between false positives and true detection.
An image with the extent and location of all e has been
overlaid on the original image in cyan in Fig 4. Here, a
tolerance of 85% was found optimal.

With the larger text, 45 e symbols were detected (see
Fig 5). 2 of these were false positives - one c and one a. 4
true e were not found. With a larger paragraph, there is
a greater variation in the pixel footprint of the letter e so
a less accurate recognition is expected. This was found
at a tolerance of 87%. Changing this value lead to either
less successful detections or more false positives.

IV. MEAN SHIFT VS K-MEANS

Using a segmentation technique for binarisation is
more effective than relying on a manual threshold. A
comparison between the mean shift algorithm and k-
means is performed. In means shift, a window radius is
selected. As the algorithm progresses, windows overlap
and duplicate windows removed. The algorithm is non-
parametric. Nothing about the size or number of clusters
is assumed. In contrast, with k-means, k number of seed
centroids are chosen. Clusters are assumed to be shaped
elliptically and the distance between points is computed
to find the new centroid position. k-means is sensitive
to initialisation i.e. initial seed position can change the
output. Outliers can cause problems as centroid include
their presence in calculating their position. Beneficially,
computationally faster than mean shift.

A meanshift algorithm was coded. It works by setting
a window at each pixel initially. First, duplicate windows
are removed using the unique function. Then, the algo-
rithm proceeds to assign number to each pixel location
to denote cluster membership based on a defined window
radius. The algorithm proceeds until the windows stop
moving and cluster membership is static. The statistical-
toolbox function kmeans needed to be aided by a wrap-
per function for it was not written for image data sets.
Reshaping and scaling was necessary in imkmean.

It can be seen in Fig 7 that the k-means performs more
accurate segmentation than the mean-shift. This may
because of the simplistic mean calculated. The algorithm
could be improved by making use of a Gaussian kernel
as seen in [2].

V. OTHER VOWELS

To test the validity and scope of the detection method,
the other vowels were detected. These symbols were pro-
duced using the same method as the e was and are shown
in Fig 6.

It seemed poor practise to refactor the symbol detec-
tion algorithm to just deal with vowels so the algorithm
was kept as is, with an optional parameter for letter
colour. Five colours were built by overlaying symbols
on different combinations of R, G and B channels. This
proved easier than defining a colormap. The code was run
five times, with different input symbols, different colours,
and different tolerances. The optimal output on the large
more difficult paragraph is shown in Fig 8.

The main problem with the new symbol shapes was
processing the letter i. This has a footprint of several
joined vertical pixels, a pixel gap, and another pixel. Any
character with a stick component would be picked up
by the algorithm. Attempts to cut down the character
footprint and put more weight on finding the pixel gap
above the i had little impact. Also, the symbol for a is
very similar to n resulting in many false recognitions.

An improvement to this algorithm would be to rank
each pixel by characteristic importance. For instance,
the dot on the i with a pixel gap beneath it is essential.
The bottom of the a is more important than its tail. This
would have to be done manually and a more complex
pattern matching algorithm used.

VI. TIMING ANALYSIS ON BRUTE FORCE
ATTACK ON ROTATED LETTERS

When the letters are at some arbitrary rotation, it is
harder to detect them. This algorithm applies a rotation
transformation to the input symbol at 5 degree incre-
ments. (

x′

y′

)
=

(
cos 5n − sin 5n

sin 5n cos 5n

)(
x

y

)
(5)

where− 90 ≥ 5n ≤ 90 and n ∈ Z

To examine computation time, use of MATLAB func-
tions tic and toc are implemented. The software out-
puts the time between calling these two functions. It
was seen that the tolerance effects computational time
significantly. A cycle with 90% tolerance takes 7 seconds
whereas one with 85% tolerance takes 1 second.
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It is seen in Fig 9 that the 5 degree increments fail to
detect some of the letters yet produce some false neg-
atives. However, more correct identifications are per-
formed than false. 1 degree increments were experi-
mented with. These operations were far less computa-
tionally efficient and to no obvious improvement. A key
problem with this rotation procedure is that the initial
symbols were small low resolution skeleton objects hence
rotation produces high distortions as is seen in Fig 10.

Use of a rotation invariant basis such as the wavelet
basis would improve this technique. It might also be
beneficial to attempt detection without skeletonisation,
to mantain higher resolution.

VII. EFFECTS OF NOISE ON ALGORITHM
PERFORMANCE

Use of Gaussian noise makes detection more difficult.
One way to improve this algorithm is to detect noise and
perform initial opening. Eroding the image by one pixel
and then dilating will keep major features but remove
stray pixels. Salt & Pepper noise with a density of 0.2 was
added to the large text using imnoise. The e detection
algorithm was run with the same tolerance of 0.87% and
the output is shown in Fig 11. In contrast, barely any
of the letters have been detected. Removing this noise
proves difficult as the characters have key features on a
pixel scale. Note this is done using the dual closing as
the text is black; these operation were explained earlier.
Although the noise has been removed, the characters are
barely recognisable. Running the algorithm detected no
instances of the character e.

VIII. AN ALTERNATIVE DETECTION
TECHNIQUE

There are various other methods of skeletonisation im-
plemented in the bwmorph function. Character recogni-
tion using non-morphological techniques are also possi-
ble. It would be beneficial to see the accuracy of detection
if the skeletonisation is simply bypassed by commenting
out this part of the algorithm. The thresholding will

be bypassed too. New methods must be implemented
as grayscale images are now being managed. This adds
an extra layer of complexity. Instead of inversing binary
images with I = I, imcomplement must be used. The
written rotation function is defunct but Matlab has an in-
built imrotate. Additionally, a further tolerance was im-
plemented to determine the maximum intensity allowed
between pixels. Through this technique, two of the e
characters were correctly found (Fig 14). However, in-
creasing the tolerance produced more false positives es-
pecially when looking at 1 degree increments (Fig 15).
From Fig 13, it must be noted that the rotated grayscale
symbols obtained are of a higher quality however there
is a fluctuation in intensites across the text image result-
ing in a trade off between the two techniques. Another
reason why there is less distortion is that the imrotate
implements interpolation on rotation which my own al-
gorithm did not.

IX. CONCLUSIONS

In this assignment, basic morphological operations
were explored and characterised successfully. Simple pat-
tern detection on a skeletonised image was performed to
detect multiple defined symbols on two base images. The
skeletonisation algorithm was correctly implemented for
this task. Multiple colours were used to show the outputs
of different symbols. K-means and mean-shift detection
were used to segment an image and comparisons drawn.
The mean-shift algorithm was shown to segment less well
than the built-in k-means although it is expected the ad-
dition of kernels would improve this result. Rotated let-
ters were successfully detected using a custom function
that rotated the symbol in degrees. The addition of noise
to an image was shown to make detection more difficult.
The use of morphological techniques to repair noise were
explored. Finally, an alternative character detection al-
gorithm was explored bypassing morphology and making
use of grayscale image data. It can be seen from this
report that all core tasks and additional tasks were at-
tempted with good rates of success.
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FIG. 1: Here is the spade suit dilated and then eroded by the same structural element
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FIG. 2: Here is a skeletonisation carried out using the bw-
morph command

FIG. 3: Here is the super e symbol made from combining the
skeletonisation of all instances. White pixels are don’t care
conditions

FIG. 4: Here are all instances of the letter e correctly located
on the small paragraph

FIG. 5: Here most instances of letter e are correctly located
on the big paragraph

FIG. 6: Here are the symbols of the other vowels used
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FIG. 7: Here is a comparision of segmentation algorithms showing meanshift above and k-means below

FIG. 8: The algorithm has been applied five times to obtain some vowel recognition
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FIG. 9: The rotational algorithm has some success in 5 degree increments

FIG. 10: Rotation introduces distortion in low quality symbols
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FIG. 11: The algorithm suffers heavily when the input is noise affected

FIG. 12: The text is too low resolution to remove noise successfully
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FIG. 13: Using grayscale symbols produced less distortion on rotation

FIG. 14: Here is character recognition without the morphology stage

FIG. 15: Increasing the rotation angle produced many false positives, especially in the close together text
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