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Panel Data Models - part 111

1 Testing for Fixed Effects Under Strict Exogeneity: Wu/Hausman
test

De-Min Wu, Econometrica, 1973. Hausman, Econometrica, 1978.

e We want to test the hypothesis Hy against H; where

Hy : no fixed effect (random effect), meaning that F [f;z;] = 0 for any ¢
H; : fixed effect

¢ We maintain the hypothesis of strict exogeneity.

BELS is consistent and efficient under the null but inconsistent under the alternative hypothesis.

BYWE is consistent under both hypothesis but less efficient than S¢S under the null.

e Result from statistics: Consider two consistent estimators 3° and 3! which are both asymptot-

ically normally distributed,

VN (B°=B8) ~ N(O,V°)

VN (B =8) ~ N,V
If BY is consistent and more efficient than ', then

avar (\/N (ﬂl — ﬂ0)> =yt_yo
and,
VN (B -5% & N(0,V!-V?)
e Applying this result to the comparison between GLS and WG yields
(ﬁWG’ _ IBGLS)’ (VWG B VGLS)—1 (ﬁWG _ IBGLS) a X%

where VW& = avar (ﬁWG) and V&L = avar (ﬁGLS ) and the comparison is over the k& parame-
ters that are identified by both GLS and WG.

e Note that (VWG — VFGLS ) may not be positive definite. In large samples it will be positive

definite. In small samples it could turn out to be indefinite.
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2 Testing for Fixed Effects in Dynamic Models

e Same principle but we must carefully choose the instruments under the null and under the

alternative.

e Consider the following model,
Yit = ayit—1 + fi + wit

under the assumption of serially uncorrelated errors.
e The hypothesis are,

Hj : no fixed effects (and no random effects since these cannot exist in a dynamic model)

Hi : fixed effects

e Under Hj, the model can be estimated using OLS. Under H; need to use GM M using y;;—o as

an instrument on the first differences model. Then apply Wu/Hausman test.

e But suppose u;; is M A(1). Then under Hy should use GMM on levels with y;;—o as the most
recent instrument. Under Hj, notice that Au;; is a MA(2) process. Then need to use GMM on

first differences with y;;_3 as the most recent instrument.

3 The Sargan test of over-identifying restrictions

Hansen, 1982 - Econometrica

e Suppose we have L > K instruments where K is the number of parameters we need to identify.

e We want to test whether in fact the additional » = L — K instruments are valid and provide

additional identifying assumptions.
e The test of hypothesis is

Hy : the L > K instruments are valid, so that E(Zu;) = 0

H; : some instruments are invalid: E(Z/u;) =0

Note we assume the instruments satisfy the rank condition, which is easy to test as we have

discussed before.
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e Under the null, we can apply the CLT to ensure that,
;N
—=> Zju; & N(0,E (Zjuiu;Z;))
VN i=1

e We can use consistent estimates to construct the Sargan statistics. Using the GMM estimator

we obtain
S(BOMM) =@z (Zaw'z) " 2 L )2

where U; = y; — X;3°MM . Notice that the degrees of freedom for this test equals the number

of over-identifying assumptions.
e To see that this is true, notice that the estimated residuals can be written as,
u = y— XﬁGMM
= y-XX'ZQ ' ZXxX)"IXx'z07 7'y
= [[-XX'zQ'ZX)"'X'2Q7'Z'] y
= [[-X(X'zQ'ZX)'X'2Q7 ' Z'| u

where Q = E (Zluu,Z;).

e But then,
7Z'n = [I1-2XX'z2Q7'ZX)7'X' 207" Z'u
e Define R such that,
0! = plim <Z/““IZ>_1 — RR'
Nooo \ N

We can always do this because Q7! is a symmetric positive definite matrix.

e Then we can write,

/Z,a !t / !t v\ —1 v /Z,u
R = [I—RZX(XZRRZX) XZR]R
vV N vVIN

Z'u

= U-PR =
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e We now notice that

A Z'u

R(I — Pp) (I — Pp)R'

\/N ( R)( R) \/N
_ a’ZRR,Z’ﬁ

VN VN
E’ZQ_I Z'u
vVN VN

g (ﬁGMM)

155757

-1
e Under the null RR' = Q! = plimy_, (sz‘viu> and we can write

Z'u
VN

where I, is the identity matrix of dimension L, the total number of instruments.

R N0, 1))

e General result: if ¢ ~ N(0,I) and @ is idempotent, then ¢'Qq ~ X?ank(Q)'

e Choose @Q = I, — Pr (which is idempotent) and ¢ = R’ \Z/—% We just need to establish the rank
of Iy, — Pg.

e Notice that since I, — Pg is idempotent, its trace equals its rank. Thus we can as well compute

its trace,
trace(Ip, — Pr) = trace(Ir) — trace(Pg)
= L — trace(Pg)
where,
trace(Pr) = trace (R'Z'X(X'ZRR'Z'X)"'X'ZR)
= trace (X'ZRR'Z’X)"'X'ZRR'Z'X)
= trace(Ig) =K
e Thus,
/Z Z/
S(BMM) = ZZR(I- PR =

VN VN
uz 2" g

2
= _—
JN VN T XK

where L — K is the number of over-identifying restrictions.
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1551 -1 ’ -1
e In practice, we use (%) to replace Q! = RR' = plimy_, (Z L Z ) , which is asymp-

totically equivalent under the null since

B _ Z'uu' Z\ 1 , AT YA
Q 1 = pth—>OO ( > = pth—)OO < >

N N

e Notice that in the first differences model we should replace u by Au and y and X by the

respective first differences as well.

4 Testing for the Validity of a Subset of Instruments

e We need to consider two Sargan test Statistics,

— S7: all instruments, r; degrees of freedom.

— So: a subset of instruments, ¢y < r1 degrees of freedom.

e The latter is the unrestricted model. Using more instruments is equivalent to imposing restric-

tions because we are imposing more moments conditions (more assumptions).

e The statistic of the test is,

d 2
Sl - SO — X'f’l_""()



