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Abstract
We speak to convey information to the listener, and we listen to decode information carried by the speech signal. How we are able to do so is the ultimate puzzle for speech research. Much of the existing research effort, however, is devoted not directly to this central puzzle, but to various what could be called epiphenomena: speech rhythm, prosodic hierarchy, intonational structure, naturalness of synthetic speech, etc. In this paper I argue that cracking the central puzzle of speech coding is not only the ultimate call for us as speech scientists, but also the key to understanding various epiphenomena in speech. I will demonstrate that speech involves multi-dimensional information coding due to the richness of information to be encoded and the complexity of the underlying neuro-physiological and biophysical mechanisms. Understanding this process may lead to better understanding of many of the epiphenomena as well.

1. Introduction
We humans as curious and intelligent beings are fascinated by many things we observe in nature: Why does the sun rise from the east? Why do apples fall to the ground? Why are flowers so colorful? Why do humans speak? As our understanding of nature improves, we often come to recognize that many of the things that we observe are in fact epiphenomena of certain fundamental processes, as they have no reciprocal causal relations to the fundamental processes. For instance, the pleasure we humans experience when admiring wild flowers, as an epiphenomenon, cannot explain why flowers are so colorful (unless we are talking about garden flowers). But how the colors of the flowers are perceived by bees is indeed part of the explanation for the colorfulness, as flowers are likely to have co-evolved with bees and other pollinating insects.

In the case of speech, one of the first things we may have wondered about is, given that when we speak, we apparently pass information to each other, how are we able to do that? Also, what is it that is actually passed on from the speaker to the listener? These are not easy questions, of course, and we are still struggling with them. At the same time, as we try to answer the central questions like these, many interesting phenomena catch our attention. Frequently, an effort to explain one of these phenomena takes on a life of its own. In this paper, I would like to suggest that when working on a particular area of speech, it helps to never lose sight of the central issues, and to frequently ask questions like, is the phenomenon part of the central mechanisms of speech communication, or is it just an epiphenomenon that has no reciprocal causal relation to the main mechanism? It could be argued that, epiphenomena or not, developing a good understanding of all the observed patterns would ultimately contribute to the understanding of speech as a whole. What I will argue, however, is that treating an epiphenomenon as if it stands on its own may not be the best research strategy. Instead, understanding the core mechanisms of information coding in speech can not only help us address the central puzzles, but also improve our understanding of various epiphenomena.

2. What might be the core mechanisms of information coding in speech?
It is quite firmly established by now that vowels, consonants and tones all have acoustic patterns that make them distinct from each other when produced in isolation or in isolated words [2, 9, 47]. What this means is that at the most rudimentary level, information is encoded in speech by associating function-specific categories with distinct patterns. But speech is mostly made up of connected utterances that require rapid shifts from one distinctive pattern to another. Thus one of the basic questions about connected speech is, are phonemes distinguished from each other in connected speech by distinct patterns similar to those said in isolation? To understand the issue, we may start from the Morse code, which encodes discrete symbolic information with a set of distinct long and short pulses, separated by distinct lengths of pauses (Fig. 1a). To make it more like speech, we could replace each dash-dot combination with a tone of a specific frequency, and remove the pauses in between, as shown in Fig. 1b. But here comes the critical problem. The articulatory system that produces speech is a biophysical device whose state can be changed only sluggishly [60]. Conceivably, there could be many different solutions to the problem. One of the simplest is to treat each distinct static tone as a target and to reach them one by one. What we will get, then, is a continuous output like the solid curve in Fig. 1c, where the target tones are shown as the dashed lines.

Figure 1: From pseudo Morse code to continuous surface curves. See text for explanation (from [78]).

Now, if the dashed lines in Fig. 1c are removed, we are left with only the solid curve in Fig. 1d, namely, the “surface” signal. Several problems arise immediately for our understanding of the signal. First, there are no obvious unit boundaries in the surface form, which simply keeps changing smoothly. Second, no matter where we imagine the boundaries
are, or even if we happen to know the real boundaries, no part of the signal seems to be exclusively attributable to a single static element. Thus it is easy to conclude from looking at Fig. 1d alone that neither discrete nor invariant units exist in the signal.

Suppose we know at least the identities of the coded elements and are able to manipulate them, say by making the third element identical to the two adjacent ones. We would then get the thin curve in Fig. 2a. Overlaying Fig. 2a with Fig. 1c we would get Fig. 2b, from which we could see that, a) the difference in the middle part of Fig. 2b is only due to the third element, b) the third element has extensive influence on the portion of the curve corresponding to the fourth element, but c) it has no influence on any of the preceding elements.

![Figure 2](image)

Figure 2: a. Same as Fig. 1c except that the 3rd element is now identical to the surrounding elements. b. Overlay of a. and Fig. 1c.

Interestingly, while this imaginary scenario may seem simplistic, it is very close to what has been found for lexical tones. Fig. 3 shows that in Mandarin, the tone of the second or third syllable in the 5-syllable utterances recorded in [75] has little influence on the preceding tone(s) but extensive influence on the following tone. Despite the influence, the $F_0$ curves of the third syllable in Fig. 3a gradually converge to a falling slope appropriate for the F tone. Likewise, the $F_0$ curves of the fourth syllable in Fig. 3b converge to a high-level shape appropriate for the H tone. Such convergence reveals a coding mechanism not unlike that seen in Fig. 1c. Several characteristics of the coding mechanism in Fig. 1-2 are worth noting:

1. **Unidirectionality** — The surface signal is always moving monotonically toward one desired target or another.

2. **Syllable-synchronization** — The unidirectional movement largely coincides with the syllable to which the tonal target is associated.

3. **No anticipatory execution** — The movement toward a target does not start until the movement toward the preceding one is over.\(^1\)

4. **No return to rest position** — No portion of the curve is for the sake of returning to a non-target rest position after approach a target.

To capture this coding mechanism we have proposed the Target Approximation model (TA) [85], as shown in Fig. 4. According to TA each tone is associated with a distinct underlying target as indicated by the dashed lines in Fig. 4. The articulatory system tries to reach the targets one at a time, resulting in a smooth surface signal that asymptotically and successively approaches the targets, as indicated by the solid curve.

![Figure 4](image)

Figure 4: Illustration of the TA model. The vertical lines represent syllable boundaries. The dashed lines represent underlying pitch targets. The thick curve represents the $F_0$ contour that results from asymptotic approximation of the pitch targets.

Note that TA shares some similarities with two other models, the Command Response model (CR) for intonation [17], and the Task Dynamic model (TD) for vowels and consonants [54]. Both of them, similar to TA, assume that surface signals result from asymptotic movements toward underlying goals. But TA differs from CR and TD in a number of nontrivial ways. First, TA assumes that all movements unidirectionally approach one target or another, with no obligatory return phases to a base line as assumed in CR, or optional return phases to a rest position as assumed in TD. Second, TA assumes full state transfer at the boundary between two targets, which includes the transfer of displacement, velocity and acceleration. CR and TD explicitly assume only the transfer of displacement across the boundaries. Third, TA assumes that underlying targets can be either static or dynamic. In Fig. 4, for example, the first target is a dynamic [rise], whose approximation results in a high velocity that is transferred across the boundary, causing the turning point to occur in the temporal interval of the second target. Neither CR nor TD have explicit assumptions about dynamic targets. Fourth, TA assumes synchronization of tonal targets with the syllable, so that each target-achieving articulatory effort starts at the syllable onset and ends at the syllable offset. CR has no internal assumptions about such synchronization. TD so far

\(^1\) A tone in fact exerts some anticipatory effect on the preceding tone. But the effect is dissimilatory rather than assimilatory, as found in languages for which anstipatory effects are systematically investigated. See summary in [75].
has had only limited concerns with laryngeal articulation [37]. Fifth, TA assumes that targets and their temporal intervals are separately controlled for information coding and are thus independent of each other. Such independence is not explicitly assumed in either CR or TD.

That there is independent control of targets and their temporal intervals is an important assumption of TA. In fact, independent control is assumed for other aspects of the target approximation process as well, as will be discussed next.

3. Expanded core mechanism for multi-dimensional information coding

Given TA as sketched in Fig. 4, it is not difficult to imagine that various aspects of the process can be differentially specified. These could include 1) target, 2) strength (with which a target is approached), 3) range (within which a target is approached), and 4) duration (or temporal domain of target approximation). Modification of any of these aspects may have an impact on the output signal of the system. Fig. 5 shows an illustration of the impacts simulated by a recent quantitative implementation of TA [51].

![Figure 5: Illustration of effects of pitch targets, pitch range, strength and duration, simulated by qTA [51].](image)

The impact of target can be seen in all four panels of Fig. 5. The targets are [high], [rise], [low] and [fall], of which the first and third are static with different heights, and the second and fourth are dynamic with opposite slopes. The asymptotic approximation of this target sequence produces similar up-and-down patterns in all panels. (The initial value is arbitrarily set at a middle level in all the plots.) In the qTA implementation, a target is specified by two parameters: height (y-intercept) and slope. In the upper left panel, all the other parameters are assumed to have normal values and the output signal there can therefore serve as a reference.

The effects of range adjustments can be seen in the upper right panel. The range for the first two targets is high and wide, while that for the second two targets is low and narrow. Note that the range adjustments are applied through changes of the height and slope of the underlying targets rather than the surface range. As a result, the local shape of the contours remain the same but the movement magnitudes are changed.

The impact of strength is simulated in the lower left panel, where the strength for the first and last targets is strong while that for the middle two targets is weak. As a consequence, the surface curves in the first and last target domains actually reach the targets, but those in the middle domains fall far short of their targets, resulting in severe undershoot: the surface slope of the [rise] target is much shallower than the desired value even in the final portion of the temporal domain; and the surface minimum of the [low] target is much higher than the desired low value.

The effects of duration can be seen in the lower right panel. There the temporal domains of the first and last targets are long while those of the middle targets are short. Note that the impact of duration is similar to that of strength: long duration leads to better target realizations while short duration leads to greater undershoot.

When the effects of all the TA parameters are combined, the resulting surface signal can be quite complicated. Nevertheless, because their manipulations are all applied to the core mechanism of target approximation, the effects of the parameters are predictable and likely recoverable in perception. As I will discuss next, the TA parameters can be effectively used as encoding elements in transmitting multiple communicative meanings.

4. Prosodic speech as multi-dimensional information carrier

The above discussion has focused on the issue of how various aspects of the target approximation process can be separately controlled for information coding. Just as important, however, is why such multi-dimensional control is necessary. As has been found over the past decades, lexical identity, which has often been considered as the core of phonetic coding, constitutes only one layer of information to be transmitted by the speech signal, albeit a very important one. In the following, I will use our recent findings about English intonation to illustrate how the multiple layers of information may demand of the TA process.

First, English is known as a non-tonal language. However, what this means is only that there are no lexically determined fixed local pitch targets for individual syllables. As found in recent research on American English, syllables are assigned specific pitch targets once the modality of the surface as well as the location of focus are given. In a statement, unstressed syllables are assigned a neutral pitch target whereas stressed syllables are assigned a [high] pitch target, unless it is word-final and on-focus, in which case it has a [fall] target [86]. In a declarative question, however, all the stressed syllables are given [rise] targets whether it is on-focus, pre-focus or post-focus [36]. Thus lexical stress in American English is partially encoded by syllabic pitch targets, although in a complex way interacting with focus and sentence modality. Second, there is some evidence that, similar to the neutral tone in Mandarin, unstressed syllables are assigned weak strength [10]. Third, similar to Mandarin [75], focus is encoded in American English by a tri-zone pitch range control — expanding pitch range of the on-focus syllable, compressing the pitch range of the post-focus syllables, and leaving the pitch range of pre-focus syllables largely neutral [86]. This is true of both statements [86] and questions [36]. Fourth, also similar to Mandarin, sentence modality is encoded in American English by raising pitch range continually toward the end of the sentence, starting from the focused word [36]. However,
unlike in Mandarin [35] where post-focus pitch range is lowered in both statements and questions, post-focus pitch range in American English dramatically increases in a question [36]. Finally, again similar to Mandarin, duration of the focused syllable is increased, whereas that of the rest of syllables in the sentence remain unchanged [86].

Thus all the four TA parameters are involved in the encoding of the three communicative functions in English that are likely to be among the most frequently used: lexical stress, focus and sentence modality.

Such multi-dimensional information coding is captured by the Parallel Encoding and Target Approximation model (PENTA) [76], as shown in Fig. 6. In PENTA the target approximation process (large square box) serves as the basic articulatory encoding mechanism that is controlled by multiple communicative functions (stacked boxes on the far left). These communicative functions are realized through distinct encoding schemes (second stack of boxes from left) that specify the values of the TA parameters (middle block). The parameters then control the TA process to generate surface acoustic output.

Several characteristics of PENTA make it distinct from existing models of speech generation. The first is its explicit representation of the communicative functions as the driving force of the system. This differs from models that assume that the primary driving force of speech comes from formal structures that are not directly defined in terms of communicative meanings [25, 48]. The second is that in PENTA, the communicative functions do not directly specify surface acoustic forms. Instead, they are implemented via encoding schemes that specify TA parameters which in turn control an articulation process. This differs from models that directly specify either the surface acoustic forms [57, 64], or component acoustic forms [4, 68].

PENTA was originally proposed for tone and intonation [76], but recent findings about the similarity between segmental and tonal aspects of speech [80, 81] have made it logical to extend it to other aspects of speech. Most important among these findings are those about timing and coordination in speech, as will be discussed next.

5. Timing and coordination

The most important theoretical basis for the PENTA model is the articulatory-functional view of speech [76]. What is critical to this view is the explication of what is articulatory and what is functional. That is, for any observed phenomenon or proposed mechanism, it is critical to ask, is it due to an articulatory constraint or is it for information coding? In the case of speech timing, it is thus necessary to distinguish between aspects of timing that are obligatory by articulatory mechanisms, which can be referred to as **obligatory timing**, and those that are part of the encoding schemes of communicative functions, which can be referred to as **informational timing** [79].

5.1. Obligatory timing

Speech is produced by manipulating the state of the human articulatory apparatus: changing the location of the articulators, reshaping them, or adjusting their physical properties such as stiffness. These state manipulations are dynamical processes that take time. Part of the timing patterns of these processes are directly determined by the properties of the articulatory system and its neural control mechanisms, and are hence obligatory. There are at least two kinds of obligatory timing: maximum speed of articulatory movements and synchronization of concurrent movements.

5.1.1. Maximum speed of articulation and the near-ceiling performance hypothesis (NCP)

The maximum speed of an articulatory movement is dependent on a number of factors, including, most importantly, maximum net muscle force exerted in the direction of the movement, magnitude of the movement, and precision of the movement goal [40, 63]. The maximum speed is positively related to maximum muscle force and movement magnitude [82], but negatively related to precision of movement goal [63]. The importance of the maximum speed for speech depends on how much impact it has on the surface trajectories of the acoustic variation. In could be the case that it is so fast that any target can be reached within a negligible amount of time. But this is apparently not the case for pitch movements [61, 82]. According to [82], the mean minimum duration of a pitch rise or fall is quasi-linearly related to the size of pitch movement that are above 1 semitone, and can be estimated with the following equations:

\[
\begin{align*}
t &= 89.6 + 8.7d \quad \text{(raising)} \quad (1) \\
t &= 100.4 + 5.8d \quad \text{(lowering)} \quad (2)
\end{align*}
\]

where \(t\) is time in ms, and \(d\) the size of a unidirectional pitch movement delimited by turning points.

In Figure 3a, for example, the amount of pitch increase from the end of the L tone to the highest point of the H tone is about 4.2 semitones. From equation (1) it takes at least 126 ms for an average speaker to complete such a movement. Yet the mean duration of that syllable is only 181 ms in the study, which means that the transition would take up most of the syllable duration. Thus, the transitions in Fig. 3a are mostly obligatory, because speakers cannot make the pitch movements much faster.

The constraint of maximum speed of articulation has even greater impact in cases where the targets are dynamic. In Fig. 3c, for example, to approach the [fall] target of the Mandarin F tone after a L tone, F0 needs to go up before
making a sharp fall. Thus two movements need to occur within the same syllable. Calculations with equations (1) and (2) indicate that there is hardly enough time to make the two movements. Furthermore, if we consider the highest point in the HF sequence in Fig. 3c to be the targeted value, undershoot of the F tone has apparently occurred in other sequences. According to calculations with equations (1) and (2), the undershoot is not due to speakers’ laziness, but because they do not have much of a choice. Indeed, it is precisely during dynamic tones in Mandarin that the maximum speed of pitch change is reached [82], indicating that speakers are already trying as hard as possible.

Note that these cases cannot be explained by the economy of effort hypothesis [34], according to which speakers often avoid applying full muscle forces in order to conserve energy, and undershoot is the result of doing so. The undershoot here occurs, rather, when full muscle force is applied, as indicated by the maximum speed of pitch change. So, undershoot has occurred despite full articulatory effort. Meanwhile, there is at least initial evidence that when full or “hyper-” articulation does occur, as in the case of stressed syllables, the articulatory effort as measured by peak velocity [40] is actually less than that during unstressed syllables, and that it is the latter that has approached the real maximum speed as measured from repetitive nonsense syllable strings [77].

These problems put into question the basic assumption of the economy of effort hypothesis, i.e., speakers stay comfortably away from their dynamic articulatory limits, and so can choose to be “economical” unless the demand for intelligibility is high. If even at normal speech rate the maximum speed of articulation is frequently approached, speakers are probably operating near their optimal performance level. So, an alternative to the economy of effort hypothesis is the near-ceiling performance hypothesis (NCP), which states that speech is maintained near an overall performance ceiling due to its vital importance for the survival and wellbeing of human individuals, and it is such near-ceiling performance that is responsible for many cases of undershoot [77].

5.1.2. **Synchronization of concurrent target approximation movements**

In addition to the maximum speed of articulation, there is another articulatory constraint that seems to be just as rigid. That is, there is a strong pressure for concurrent articulatory movements to be synchronized. The initial evidence comes from F0 patterns of Mandarin tones as discussed earlier. That is, the transitions between adjacent tones take place during the targeted tone itself rather than during a dedicated transition interval [73, 75], as can be seen in Fig. 3 and is captured by TA. Also, as found in Mandarin, Cantonese and English, even in a syllable with a voiceless initial consonant, the pitch target approaching movement starts from the syllable onset rather than from the voice onset [71, 72, 83]. Furthermore, the interval of target approximation is not affected by coda consonants [74]. Thus the execution of the tone-approaching movement coincides, or is synchronized, with the entire syllable. Given that the speed of pitch change is often as fast as possible in a dynamic tone, the fact that the tone approaching movement does not start earlier in a dynamic tone than in a static tone or vary with the preceding tone suggests that such onset timing is likely to be also obligatory, and so cannot be readjusted for the sake of information coding.

5.1.3. **The syllable as a time structure**

In a recent study in which we tried to determine the temporal intervals of glides and approximants, we found evidence that, just like tones, vowels and consonants are produced with unidirectional target approximating movements [81]. Based on this finding, we have argued that the conventional segmentation of syllables based on acoustic landmarks is problematic, because the onset of the articulatory movement toward an initial consonant is not at the conventional landmarks, such as the onset of frication, onset of nasal or lateral murmur, or onset of stop closure. Rather, the movement starts at the onset of the formant transition toward the consonant. In other words, the formant movements toward a segment should be viewed not as the anticipation, but as the execution of the segment. Using F0 alignment as reference, the onset of the transition toward an initial consonant in English and Mandarin is estimated to be about 26-48 ms earlier than the conventional onset of nasal closure [81].

![Figure 7: Spectrograms and conventional vs. TA segmentations of Mandarin [i] + V sequences. a. [mei lu (tien 20u)] (to light coal stove). b. [iao li (bu 3ou)] (repair procedure). The arrows mark F2 turning points.](image-url)

An illustration of the new segmentation as compared to the conventional one is shown in Fig. 7. At each arrow F2 changes movement directions. Before each change, F2 moves toward the most characteristic pattern of a segment: [i] and [u] in Fig. 7a, and [u] and [i] in Fig. 7b. Thus each turning point can be viewed as the offset of a previous segment and onset of the next segment. In Fig. 7 it can also be seen that the F2 movements after the first arrows are not only toward [i], but also toward the following vowels. It is downward toward [u] in Fig. 7a but upward toward [i] in Fig. 7b. This is consistent with the classic finding as early as in 1933 [38] that, in a CV syllable, the articulatory movement related to V actually starts at about the same time as that related to C [24, 38, 42]. In fact, the term coarticulation (originally in German) was coined to refer to this phenomenon [38].

The findings just discussed have led to the time structure model of the syllable [80], according to which the syllable serves as a framework that assigns the temporal intervals of
consonants, vowels, tones and phonation registers, as illustrated in Fig. 8. The temporal alignments are hypothesized to follow three principles: a) co-onset of the initial consonant, the first vowel, the tone and the phonation register at the beginning of the syllable, b) sequential offset of all non-initial segments, especially coda consonant, and c) synchrony of tone and phonation register with the entire syllable.

### Figure 8: The time structure model of the syllable.
Adapted from [80].

The time structure model itself may not represent the most fundamental mechanism of speech timing at the micro level. The timing characteristics of the syllable have been explained in terms of entrainment [18, 23]. As I have pointed out in [79], however, entrainment cannot account for timing stability of syllabic components in monosyllabic utterances, since it take many cycles for two independent oscillating systems to become synchronized [59]. Furthermore, the co-onset principle guarantees only the synchronization of the onset of initial consonant with the rest of the syllabic components. The consonantal offsets occur at a non-fixed time during the other movements, relatively early when the syllable is long, but late when the syllable is short.

#### 5.1.4. Syllable onsets as time markers

To probe deeper for the mechanism that underlies the behavior of the syllable, I have proposed, very tentatively, that syllable onsets probably serve as time markers in speech [79]. A time marker is an event, such as the tick of a clock, that serves as a reference for the measurement of time and timing [22]. To control timing in speech production and to detect timing in speech perception, a reference system is needed. What is desirable are recurrent events in the speech flow itself, generated by the speaker, that can serve as unambiguous time markers. Such time markers are critical for the perception of timing in events where the temporal components are not fixed, such as music [22, 26]. Syllable onsets, where the unidirectional movements toward the initial C, the first V, the tone, and possibly the phonation register, all start simultaneously, seem to serve this purpose well. According to this hypothesis, which has yet to be fully tested (but see [43] for initial evidence), it is the need to have recurrent and unambiguous events to serve as time markers that gives rise to the temporal organization of the syllable as captured by the time structure model.

#### 5.2. Informational timing

With the lack of freedom in micro-controlling the temporal alignment of the target approaching movements toward consonantal and vocalic targets, as discussed above, what is still available for information coding is syllable duration. This is nonetheless a very large control space. And the space is even larger if pause duration is included. Thus there should be sufficient space to allow the kind of parallel encoding of multiple layers of information seen in the pitch dimension [75, 85], as captured by PENTA [76].

##### 5.2.1. Lexical contrast

First, duration is used by so-called quantity languages to directly distinguish words. In these languages, vowels often carry a two-way (or three-way e.g., Estonian [66]) duration contrast. A common characteristic shared by these quantity contrasts is that the duration ratio between the short and long vowels is rather large, as can be seen in the following.

**Duration ratio of long vs. short vowels:**

- **Thai:** 2.0 : 1 [3]
- **Japanese:** 2.5 : 1 [20]
- **Finnish:** 2.5 : 1 [62]
- **Icelandic:** 1.95 : 1 [50]

Duration is also known to help code lexical contrasts related to word stress. In English, for example, although word stress typically has acoustic correlates such as vowel quality, intensity and F0, the stressed/unstressed duration ratio is still quite high: 2.18:1 according to [12]. In Mandarin, though there is no equivalent of word stress, the neutral tone bears some similarity to the English weak stress [10, 85], and the full tone to neutral tone duration ratio is about 1.7:1 [10, 33].

##### 5.2.2. Focus

Duration is also known to participate in making focal contrast. Focus has been consistently found to lengthen the lexical item being focused [67, 75, 86]. However, the ratio of focused to non-focused duration is generally much lower than that for lexical stress, 1.17:1 in Mandarin [75], 1.25:1 [67] or 1.14:1 [86] in English, and 1.09:1 in Dutch [58]. The reason for these relatively low ratios is probably because duration is not the predominant cue for focus. It is also possible that the duration increase under focus is to allocate sufficient time for the focally expanded pitch range to be articulatorily realized.

##### 5.2.3. Boundary marking and affinity indexing

A durational phenomenon that has been long noted is final lengthening, i.e., the last syllable of a phrase or sentence is much longer than the preceding syllables [28, 29]. This has been recognized as a cue for sentence or phrases boundaries [28, 29]. In addition, more subtle durational changes at smaller boundaries have also been found to have an effect of disambiguating ambiguous syntactic structures [28]. Such disambiguation is in essence done by marking the relative strengths of individual word boundaries [69]. It has been further demonstrated that the duration difference related to boundary strength is gradient rather than categorical [8, 11]. Boundary related durational changes have also been found in Mandarin in cases where no word stress is involved [84], which indicates that this kind of duration control is independent of stress.

In addition to final lengthening, pauses are also known to mark boundaries with even stronger strengths [27, 28, 44]. Interestingly, there is something in common between lengthening and pausing, i.e., both affect the distance between the onset of the pre-boundary syllable and the onset of the post-boundary syllable. Thus according to the time marker hypothesis, the amount of lengthening plus the length of the pause would directly determine the temporal distance between
the two adjacent syllables. In this way, the temporal distance is used iconically to encode relational distance of adjacent linguistic constituents. In other words, the inter-onset interval (IOI), which consists of both the duration of the pre-boundary syllable and the duration of the optional pause, serves as an affinity index that signals how closely two adjacent constituents are relationally associated with each other.

6. Epiphenomena and their possible articulatory-functional explanations

Now that the possible basic mechanisms of conveying information through multi-dimensional coding have been briefly outlined, we can take a fresh look at some of the well known phenomena to see if they are part of the central mechanisms discussed so far or byproducts of the central mechanisms.

6.1. The rhythm class hypothesis

In his 1945 book Pike noticed that languages like English and German seem to be spoken with a morse-code-like strong-weak rhythm, whereas languages like French and Spanish are spoken at a machinengun-like fast rate [49]. This initial observation has since evolved into a special field of research known as speech rhythm, centered largely around the rhythm class hypothesis, according to which there is a universal tendency for certain units to become equal in duration, and that languages of the world are divided into three rhythm classes depending on the kind of unit involved in manifesting the isochrony tendency: stress-timed, syllable-timed and mora-timed [1, 6, 49]. Later empirical research has shown, however, that no true isochrony can be found [19, 30, 39, 70]. Nevertheless, a weak tendency toward isochrony has been demonstrated at least for stress-timing [19, 21]. A more recent development in rhythm research is the proposal of the hypothesis that rhythmic patterns help infants to distinguish between languages in a multi-lingual environment [52], and it is thus the functional pressure of language acquisition that forces languages to evolve into pre-existing rhythm classes.

A paradoxical question arises from this hypothesis, however. If rhythm class exists to help infant distinguish languages, it must be the case that a) infants in bilingual environments have greater difficulty acquiring two languages of the same rhythm class than different classes (which is yet to be demonstrated), and b) as a result, two languages closely in contact with each other and so are spoken by many bilinguals would tend to diverge in their rhythm tendencies. This is apparently against known trend in language contact: the more closely two languages are in contact with each other, the more similar they will become over generations. So, the ease of infant discrimination of ambient languages is unlikely to have been the reason why languages diverge or resemble each other in terms of rhythmic characteristics in the first place. Rather, infants’ perceptual behavior in the laboratory is probably an epiphenomenon of the more basic facts, namely, languages differ in their phonologies, which may lead to temporal characteristics that are perceptually salient and acoustically measurable, as is suggested in [52]. So, unless the lab-observed infant behavior is shown to have a reciprocal causal relation to the temporal differences across languages, it cannot provide support for the rhythm class hypothesis.

Assuming that the reported rhythmic tendency does exist [19, 21], from an articulatory-functional perspective, we may still ask, is it an articulatory mechanism, or does it serve some kind of communicative functions? In the preceding discussion we have seen that first, much of the obligatory timing can be explained by articulatory mechanisms that are not rhythmic in nature. Secondly, much of the durational control is done for the sake of encoding rather specific information, including lexical contrast, focus, and affinity indexing (via an iconic use of inter-onset interval). The last one is especially relevant if rhythm is about isochrony of some kind. In English, for example, the stressed syllable in a trochaic word is necessarily much shortened when compared to a word-final stressed syllable, because it is followed by an unstressed syllable that is by definition closely related to it. Such shortening would tend to even out the stress-to-stress intervals, making the language sound like stress-timed. Of course this is just one of the possible explanations. In general, although a rhythmic explanation of speech tempo cannot be totally ruled out, its necessity is compelling only when the explanatory power of the obligatory timing and informational timing discussed earlier is shown to be inadequate.

6.2. The prosodic hierarchy hypothesis

It is a widespread idea that there exists a prosodic structure in speech that consists of a hierarchy of constituents of different sizes: intonational phrase, prosodic phrases, prosodic words, clitic groups, metrical feet, etc. [5, 31, 32, 55, 56]. This prosodic hierarchy hypothesis conceptually overlaps with the rhythm class hypothesis, because the definitions of the smallest constituents, i.e., prosodic words, clitic groups and metrical feet, all refer to word stress, and word stress is what is supposed to recur at near even time intervals in a stress-timed language according to the rhythm class hypothesis. Thus an obvious question that has seldom been asked is, do the two types of theories offer alternative or complementary explanations of the commonly observed patterns?

Of course, yet another possibility is that both prosodic hierarchy and rhythm are epiphenomena of the central mechanisms of speech. As discussed in the previous section about rhythm, similar questions can be posed to the prosodic hierarchy hypothesis: Is it obligated by an articulatory process or does it serve a communicative function? Many of the existing arguments for the existence of a prosody hierarchy, however, assumes that it is an autonomous structure that stands on its own, and syntactic relations has to be parsed by this structure so as to be manifested in the phonetic implementation [5, 25, 56]. This has been argued to be especially true for marking the boundaries of the prosodic constituents whose numbers are fixed [5, 56]. But recently, it has been shown that recursive syntactic relations are directly reflected in gradient durational differences rather than only in terms of categorical boundary signals [69]. Thus as far as duration is concerned, there may not be categorical markings for the constituents of the hypothesized prosodic hierarchy.

Another argument for the existence of a prosodic hierarchy is that it is needed to assign prominence levels to the constituents of a sentence [5, 25, 56]. The problem with this argument is obvious from a functional point of view. That is, the functional sources of at least two of the prominence-related contrasts are clear: Lexical stress serves to distinguish words; and focus serves to mark pragmatic emphasis. Thus the two are functionally independent of each other, and neither dominates the other. There does seem to be a functional conflict between the two, however. The contrast of lexical stress in a language like English always occurs
between adjacent syllables and mostly within a word. It therefore requires only a small pitch difference, as found in both production and perception studies [16, 86]. But given the omnipresence of lexical stress, focus has to be encoded with a much larger prominence boost so as to be clearly different from stress. Furthermore, focus typically has a much larger operational domain than lexical stress, involving multiple words rather than just two adjacent words. Large acoustic differences are therefore needed to manifest a clear focal contrast. Thus both the occurrence and prominence levels of lexical stress and focus have plausible functional explanations. Is there still a need, then, for a prosodic hierarchy to assign prominence levels to them?

Overall, it seems that prosodic hierarchy, just like speech rhythm, is likely an epiphenomenon derived from a number of basic articulatory and functional mechanisms.

6.3. Intonational structure

The idea that there exists an intonational structure goes back to 1922, if not earlier. According to Palmer [46] English intonation consists of an obligatory nucleus and optional head, pre-head and tail. This tradition has continued even today in the theoretical framework of intonational phonology [25, 48]. That is, although the intonation nucleus is no longer treated as being special, the idea that intonation stands on its own as a structure that guides production and perception is still the essence of main intonation theories.

From an articulatory-functional perspective, again, a natural question about this assumed structure would be, is it due to articulatory mechanisms or communicative functions? Indeed the definition of the nucleus alludes to the fact that is usually corresponds to the emphasis of the sentence [41]. But the obligatory occurrence of such an emphasis in each and every sentence is puzzling from a functional point of view. As is stipulated by the intonation structure hypothesis, if a sentence does not contain a particular emphasis, by default the nucleus occurs at the sentence final position. But is such a nucleus different from final focus? If it is, as has been found in both production and perception studies [35, 53, 75, 86], what is the communicative function of such a default nucleus?

Still, a counter question could be asked: Why is it that a sentence with no narrow focus often sounds as if the final word is focused? A possible functional answer can be found in the findings of existing focus studies. That is, although a sentence with final focus is both acoustically and perceptual different from a sentence with no focus, the contrast is much less effective than between a non-final focus and no focus [7, 35, 53, 75, 86]. That is, a final focus is easily confused with no focus, and vice versa. As a result, when forced to give a structural answer, i.e., to identify focus from a no-focus sentence, one would most likely hear it in the sentence-final location. Thus the obligatory nucleus of a sentence is probably an epiphenomenon of the way final focus is encoded.

More interestingly, there is also a possible functional explanation for why final focus is not effectively encoded. As found by many studies, questions are produced with dramatic raising of final $F_0$ [15, 35, 36, 45, 65]. But that pattern would conflict with the $F_0$ raising by a final focus if the latter were as dramatic as that of a non-final focus. Indeed, questions and final focus are often confused with each other in perception by Mandarin listeners [35]. Thus it is likely that a functional conflict with question intonation has led to a compromised final focus, which in turn has led to the perceptual illusion of an obligatory final focus as the default intonational nucleus.

Finally, as I have argued elsewhere [76], the notion of pitch accent as assumed in the main structuralist approaches is likely a confound between lexical stress and focus. The evidence comes from both production and perception findings. In production, word-stress-related $F_0$ patterns are found to be present in post-focus regions in English [36, 86], French [13], and Neopolitan Italian [14]. In perception, $F_0$ difference as small as 5 Hz is found to be sufficient for distinguishing stressed and unstressed syllables in English [16], which is consistent with the magnitude of stress-related $F_0$ difference found in production [86]. Overall, then, intonational structure, while seemingly obvious from a structuralist point of view, is likely an epiphenomenon of the encoding schemes of individual communicative functions.

6.4. Naturalness in synthetic speech

Unlike the notions discussed so far, naturalness is not really a theoretical hypothesis. But it is nevertheless a very important concept in speech research, as it is something well-sought after in speech technology. From an articulatory-functional view, however, some interesting questions may be asked about naturalness. For example, why is natural speech natural? Is it because people speak so as to sound natural? Apparently not. So, the unnaturalness in synthetic speech is probably not because we are unsuccessful in simulating speakers’ effort to sound natural, but because we have not yet adequately modeled the articulatory encoding of communicative functions. So, even if we continue to treat naturalness as a desirable goal, the best way to achieve it, I would argue, is to improve the modeling of both the articulatory mechanisms and the encoding process of individual communicative functions.

7. Conclusions

Speech is first and foremost a communication system. A central question about speech is therefore how information is coded and transmitted in such a system. Much of the current research effort, however, has been spent on issues that do not seem to be directly related to this central question. In this paper I have argued that it is critical to address the central question even if our main interest is in certain non-central issues. I have demonstrated that target approximation is likely the core encoding mechanism in speech, and that not only the targets themselves, but also other aspects of the target approximation process, including range, strength and duration, can be separately controlled for information coding purposes. Such multi-dimensional coding strategy, as modeled by PENTA [76], makes it possible for multiple layers of communicative meanings to be encoded through the articulation process. In light of this articulatory-functional view of speech, some of the popular issues in speech research, such as speech rhythm, prosodic hierarchy, intonational structure and naturalness, are likely epiphenomena that can be explained by the multi-dimensional coding process. But as epiphenomena, they are unlikely to be part of the central mechanisms of speech communication.
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