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ARTICLE INFO ABSTRACT
Keywords: Speech is produced continuously over time. So, the information it conveys, including intonational functions, also
Tone perception unfolds over time. But many intonational functions are encoded across whole utterances rather than only within

Focus perception
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Gate recurrent unit (GRU)
Sequential speech processing
Co-current processing

certain words. How can perception process speech signals continuously over time, even for communicative
functions that are globally encoded? In this study we used computational simulation to test the idea that even for
intonational functions with large temporal scopes, it is possible to process fp contours syllable-by-syllable, and
recognize the functions by continuous estimation of progressive probabilistic inference. We trained SVM and
GRU models to simulate the perception of Mandarin tone and sentence focus with either syllable-sized or
sentence-sized f contours as input. The sentence-wide fy contours are gated at different syllable locations to test
the incrementality of the recognition of tone and intonation. We also tested human listeners’ perception of tone
and focus with full and fragmented f contours from the same dataset to evaluate the validity of the simulated
perception. The results showed that the simulated syllable-by-syllable processing of tone and focus generated the
closest recognition patterns to human perception. The simulations also show that there is little difference
whether tone and focus are recognized separately or as tone-focus combinations, which suggests that despite
sharing the same acoustic dimension, the two functions are sufficiently separated from each other in their fy

coding.

1. Introduction examined extensively not only for its tones (Peng and Zhang, 2015; Zhu

and Wang, 2015), but also for the prosodic marking of focus (Chen,

Perception is a critical phase in speech communication through 2022; Xu, 2015).

which listeners decode continuous acoustic signals into discrete pho-
netic units. Because articulation proceeds sequentially, speech has to be 1.1. Tone in Mandarin
received by the auditory system continuously as well. However, infor-
mation conveyed by the speech signal is both multifaceted and distrib- Tones are pitch patterns that can distinguish words or grammatical
uted across different temporal scopes such as words, phrases and functions in tonal languages (Yip, 2002), which are functionally analo-
sentences. How can the multiple layers of information be decoded over gous to consonants and vowels. Mandarin has four full lexical tones':
time in perception? Is it done fully continuously or in steps with some Tone 1 (high-level), Tone 2 (mid-rising), Tone 3 (low-dipping) and Tone
kind of time window? Are the different layers of information decoded 4 (high-falling) (Chao, 1968; Yip, 2002), whose fundamental frequency
simultaneously, or separately in different time steps? And for units with (fo) contours in the syllable /ma/ spoken in isolation are shown Fig. 1.
a large temporal scope, does perceptual decoding have to rely on the When produced in connected speech, however, these tones exhibit
pattern matching of the entire scope? Or identification proceeds in real rather different fy contours from those in Fig. 1. Some changes are due to
time as the utterance unfolds? The present study tries to answer these drastic changes of tonal targets, e.g., Tone 3 loses its final rise when
questions by using computational modelling to simulate perceptual followed by any other tone, and changes into Tone 2 (or exhibits a
processing of tone and focus, two linguistic functions with very different contour very similar to Tone 2) when followed by another Tone 3 (Chao,
temporal scopes. The language explored is Mandarin, which has been 1968; Zhang, 2022). But most of the changes are due to speakers’
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Fig. 1. Mean f; contours of four Mandarin tones in the monosyllable /ma/
produced in isolation (Xu, 1997).
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Fig. 2. The target approximation model (adapted from Xu and Wang, 2001).
The dashed lines represent the underlying targets. The solid lines represent the
fo realization. It demonstrates a dynamic tone (rising tone) followed by a static
tone (low-level tone).

realization the underlying tonal targets under the combined constraint
of inertia and tone-syllable synchronization (Xu, 2020; Xu and Wang,

2001), a mechanism characterized by the target approximation model,
as illustrated in Fig. 2.

1.2. Prosodic focus

Focus is a communicative function to emphasize particular words
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within an utterance. Prosodic focus, the prosodic marking of emphasis,
is a robustly encoded melodic function in Mandarin, whose phonetic
realization is well documented (Chen and Braun, 2006; Jin, 1996; Shih,
1988; Xu, 1999). The encoding of prosodic focus in Mandarin involves a
tri-zone pitch range modification: on-focus pitch range expansion,
post-focus pitch range compression, and minimal or inconsistent
pre-focus pitch range modification (Wang et al., 2018; Wang and Xu,
2011; Xu, 1999; Xu et al., 2012), which is shared with many non-tone
languages (Alzaidi et al., 2019; Ardali and Xu, 2012; Bruce, 1982;
Chahal, 2003; Dohen and Loevenbruck, 2004; Féry and Kiigler, 2008;
Ipek, 2011; Ishihara, 2003; Lee and Xu, 2010; Mixdorff, 2004; Patil
et al., 2008, 2008; Rump and Collier, 1996; Wang et al., 2011). On-focus
pitch range expansion results in more exaggerated underlying tonal
targets: high pitches becoming even higher, and lower pitches even
lower, as can be seen in Fig. 3 (Xu, 1999). Post-focus compression (PFC)
results in both narrowing and lowering of the pitch ranges of all tonal
contours, as can be also seen in Fig. 3.

1.3. Perceptual decoding of tone and focus—how is it done?

1.3.1. Perceptual cues for tone and focus

The fact that tone and focus both use f; as the main encoding
property simultaneously thus raises serious questions for speech
perception: How can they be teased apart from each other during
perceptual processing? And, how can they be differentially processed
given that very different temporal scopes are involved in their respective
encoding? There have been various studies looking into the perception
of tone and focus, respectively. But they have mostly examined the
perception of the two types of functions separately, so the findings are
not directly informative about how two overlaid functions can be
perceived at the same time.

For tone, most perceptual studies have focused on establishing the
most critical cues for tone identification. The different cues refer either
to different acoustic properties such as fundamental frequency, ampli-
tude, duration, and phonation (Blicher et al., 1990; Wang, 1972; Whalen
and Xu, 1992; Yu and Lam, 2014), or to different dimensions of the fy
contours, such as pitch height, pitch slope, pitch onset, etc. (Abramson,
1978; Gandour, 1983; Massaro et al., 1985; Shen and Lin, 1991; Wang,
1967). There is already much consensus that fy is by far the most
important acoustic property of Mandarin tone perception (Howie, 1976;
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Fig. 3. Tri-zone encoding of focus in Mandarin as demonstrated by examples of focus on the third syllable (lower left plot) and focus on the first two syllables (lower
right) as compared to neutral focus (top plot) (data from Xu, 1999). F, H, R represent falling tone, high tone and rising tone, respectively.
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Liu and Samuel, 2004; Xu, 1997), but little agreement is reached as to
which particular dimensions of fy contours are the most critical. Later
studies tend to explore the weights of different cues for perception,
assuming all main cues are used. Both the classical and more recent
approaches, however, are based on the assumption that listeners first
identify those cues and then weigh their relative importance for
perception (Chandrasekaran et al., 2010; Francis et al., 2008; Leung and
Wang, 2020; Tong et al., 2015; Tupper et al., 2020; Zhang et al., 2022).
A very different approach was proposed by Chen et al. (2022), which
raises the possibility that tone perception is done without pre-extracting
cues or features. Instead, perception could simply process the whole f;
contours of each syllable without isolating any specific cues before
recognizing the tone category. This idea was tested with computational
models that simulate both cue extraction and holistic processing, and the
results showed that the latter not only had the best tone recognition rate,
but also involved the lowest level of computational complexity.

For focus perception, many early studies have observed cues on the
focused item only, often under the name of emphasis (O’Shaughnessy,
1979), sentence stress (Lehiste, 1970; Van Heuven, 2018), or pitch ac-
cent (Pierrehumbert, 1980; Silverman and Pierrehumbert, 1990). A
focused item is found to exhibit expanded pitch range, longer duration,
greater intensity, and possibly increased high-frequency spectral energy
(De Jong, 2004; Sluijter and van Heuven, 1996). But later studies have
shown that perceptual cues for focus are distributed across the full
length of the sentence rather than located only at the position of focus.
Rump and Collier (1996) find that the identification of focus type is
jointly dependent on the fy of both the early and late target words in
resynthesized short sentences in Dutch. Similar results were found in
Mixdorff (2004) for Finnish in which the Fujisaki model was used to
manipulate f; height of the early and late target words. Furthermore,
non-sentence-final focus is better identified than final focus, because
only the former allows PFC to be manifested (Botinis et al., 1999; Ipek,
2011; Leeetal., 2016; Liu and Xu, 2005). Also focus is perceptually more
robust in languages that mark focus with PFC than languages without
this character (Chen et al., 2009; Lee et al., 2015; Xu et al., 2012). The
perception of focus therefore seems to rely heavily on the pitch of the
post-focus syllables as well as the pitch of the focused word.

The importance of perceptual cues provided by sentence-wide fy
profiles can be also seen from studies that ask listeners to identify focus
from fragmented sentences. Botinis et al.’s (1999) show that words
extracted from their original sentence context in English, Greek and
Swedish have much lowered identification rate for their focus status. Xu
et al. (2004) did a perception study with various parts of a sentence
removed by replacing them with noise. They found that pitch of both
on-focus and post-focus words provide critical information for focus
perception. More specifically, focus could be recognized fairly well
when either on-focus or post-focus portion was replaced by noise, and it
could be recognized with high consistency when both on-focus and
post-focus words were present. When neither on-focus nor post-focus
words were available, it is quite difficult to identify the focus type,
indicating that pre-focus words carry little focus cues.

1.3.2. Online perception of tone and focus: holistic vs. syllable-by-syllable

The finding that the focus encoding is global across the whole ut-
terance raises a further question, namely, how exactly can focus be
perceived together with tone which is largely local to individual sylla-
bles? One possibility is that listeners perceive focus by processing fo
trajectories across the whole sentence regardless of local tones. This has
been tested for Mandarin in Gauthier et al. (2009) using self-organizing
map (SOM), and the results showed that the different focus positions
could be effectively clustered from sentential pitch contours.

An alternative, however, is a sequential prediction process. That is,
perception sequentially processes syllable-sized f; contours that convey
not only tone information, but also focus information. In this way, lis-
teners can parse focal intonation through local syllabic fy contours. Upon
hearing each syllable, they not only categorize the lexical tone, but also
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predict the focus of the whole sentence. The focus prediction, however,
remains partial until the whole sentence is heard. As found in gating
experiments, listeners are able to make judgment of global intonation
based on partial information carried by excised partial utterances (Face,
2005, 2007; Thorsen, 1980; Xu et al., 2004), but assign different weights
to different parts of the utterances corresponding to certain functions
(Face, 2007; van Heuven and Haan, 2002). Those findings indicate a
potential sequential processing of intonation. What is unclear, however,
is how listeners can make use of partial information to make global
decisions and how this can be done concurrently with the perception of
local tones, especially when there are simultaneous contextual tonal
variations as well as cross-speaker differences.

1.3.3. Lessons from computational modeling of tone and intonation

Some lessons can be learned from computational modeling of the
production of tone and intonation. The PENTA model, for example, as-
sumes that lexical tone and intonational functions are encoded in par-
allel by jointly shaping syllabic pitch targets as articulatory goals (Xu,
2005). Surface fy contours are then generated by approaching successive
underlying pitch targets through target approximation, as shown in
Fig. 2. This has been tested with PENTAtrainer, a modeling tool based on
PENTA (Xu and Prom-on, 2014), which can be trained with functionally
annotated speech data to predict fy contours that can be checked against
unseen utterances and evaluated by native listeners. It has been shown
that focus, tone and word-level prosody generated this way are
perceptually intelligible and natural sounding to native listeners of
Mandarin (Xu and Prom-on, 2014) and Emirati Arabic (Alzaidi et al.,
2023).

The finding that fy contours carrying cues for both focus and tone/
word-level prosody information can be computationally generated
with multi-functional syllable-sized pitch targets may suggest that lis-
teners can also parse focal intonation through local syllabic f, contours.
This possibility can already be seen in the findings of the gating exper-
iments mentioned earlier, but those studies did not examine the joint
perception of focus and lexical tone or word-level stress. Also, behavior
studies alone cannot tell us how listeners overcome difficulties like
variability due to context effects, speaker differences (Zhang et al., 2018;
Zhang and Chen, 2016) and inter-functional interactions (Chen and
Gussenhoven, 2008; Shen, 1989; Wang et al., 2020). But such mecha-
nistic details could be explored by computational modeling work,
because fine-structured model training could simulate the data-driven
learning process that listeners have to go through when acquiring
their language (Kuhl, 2004; Ullas et al., 2022; Werker and Yeung, 2005),
and when maintaining their language skill in daily communication,
which keeps refreshing and reshaping the perception skills after the
initial acquisition. The perceptual mechanism could then be deduced to
some extent through the explicit implementation of computational
models.

The present study is an attempt to explore whether listeners can
perceive focus and tone through syllable-sized f, contours using both
computational modeling and human perception tests. The kind of
modeling implemented is what we would like to call acoustic-functional
front-to-end modeling, in which computational models are developed to
perform real-life like tasks, with raw speech signal as input and speech
category (tone and focus in the present study) as output that can be
directly compared to human performance. This differs from the more
commonly seen characterization-oriented modeling that aim to capture
characteristics of human behavior but short of performing real-life-like
tasks, such as TRACE model for spoken word recognition (McClelland,
2013; McClelland and Elman, 1986) which did not take continuous
speech signals but abstracted phonological features as input. The
front-to-end modeling is much harder to do, as it is more demanding
than characterization-oriented modeling. In the case of perception,
nevertheless, there have actually been plenty of successful front-to-end
models, that is, automatic speech recognition systems developed for
various purposes. For tone recognition, Zhang and Hirose (2004)
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developed a tone-nucleus model, which recognizes tones by extracting fo
contours from only the nuclear portion of a syllable to circumvent the
effects of fy transitions between adjacent tones. Qian et al. (2007) pro-
posed bi-tone and tri-tone units to model contextual effects of Cantonese
tone recognition, which also avoided processing f; contours in the initial
portion of each syllable. Lin et al. (2016, 2018) combined f, and
segmental features in tone recognition, which improved recognition
rate. Yu (2017) explored the role of temporal resolution for tone
recognition and found that it had limited effect on Cantonese tone
classification. Gogoi et al. (2020) used six fy features to train Mizo tone
classifiers with both support vector machines (SVMs) and deep neural
network (DNN). Yan et al. (2023) trained Mandarin tone recognizers
with random forest, and found that feature fusion and optimization can
simplify the algorithm of tone recognition on a monosyllable corpus.
Those modelling achieved varying degrees of success, few of these
studies, however, have made direct comparisons with human
performance.

For intonation recognition, a number of studies followed the
framework of auto-segmental metrical and developed automatic tools
for ToBI, a speech prosody annotation system (Silverman et al., 1992).
Rosenberg (2010) and Rosenberg et al. (2015), for example, developed
computational tools that can generate ToBI annotations, including those
of pitch accents, whose definition partially overlaps with prosodic focus
(Ladd, 2008; Pierrehumbert and Hirschberg, 1990). Hu et al. (2020)
introduced a similar system for Dutch called AuToDI. These systems first
detect prominent syllables or words as pitch accents, and then classify
them according to the shape and alignment of their pitch contours.
There are also many attempts to explore the most efficient acoustic
features and appropriate contextual information for word prom-
inence/pitch accent detection (and/or prosodic boundaries) with
different machine learning models (Ananthakrishnan and Narayanan,
2005; Fernandez and Ramabhadran, 2010; Jeon and Yang Liu, 2009;
Kakouros et al., 2018, 2019; Kakouros and Rasanen, 2016; Levow, 2005;
Mishra et al., 2012; Ren et al., 2004; Schnall and Heckmann, 2019;
Stehwien and Vu, 2017; Walsh et al., 2013). All these works have aimed
at improving the accuracy of pitch accent classification.

None of the automatic prosody recognition systems reviewed above,
however, have been designed to simultaneously process lexical tone and
focus. Also, with tone or prominence recognition as the sole objective,
they are not concerned with theoretical questions about the perception
of tone and intonation. Additionally, for the sake of maximizing per-
formance, as many input features as possible are included in these
models, regardless of which features are critical for perception and
which are not. For answering theoretical questions about simultaneous
perception of tone and focus, therefore, new task-driven models need to
be developed. These models should a) be built to perform front-to-end
recognition tasks for both tone and focus, as opposed to only gener-
ating characterizations of perception patterns, b) be able to recognize
tone and focus from unfinished utterances to simulate progressive
perception, c¢) combine the data-driven modelling and theoretical rules
(theory enhanced data-driven modelling) and d) be validated with
human behavior data.

These front-to-end models will not be built to recognize tone and
focus through cues such as f; height, fy slope, or descriptive f; profiles,
etc., as they have already been found to be less effective than raw f
contours (Chen et al., 2022). Also, the models will process only f; data,
without other data such as duration, intensity, voice quality and spectral
properties, etc., as it is already found that fy carries sufficient informa-
tion for both tone and focus in production (Prom-on et al., 2009; Xu and
Prom-on, 2014) as well as perception (Alzaidi et al., 2023; Mixdorff,
2004; Rump and Collier, 1996), although other information may also
help (Prom-on et al., 2009). In this study, we want to explore the power
of modeling in a most straightforward scenario possible. The effective-
ness of the modeling will be checked against human perception to find
out the model fitting human performance the best and how much in-
formation is missing without the non-f; cues.
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Table 1
Sentences used as recording materials and their tone patterns. H, R, L, and F
represent high, rising, low, and falling tones, respectively (Xu, 1999).

Word 1 Word 2 Word 3

H #/mo/ ‘touches’
R £/na/ ‘takes’
F 52/mai/ ‘sells’

HH J#PX/maomi/ ‘Kitty’

HR J#3%/maomi/ ‘Cat-fan’
HL £ /maomi/ ‘Cat-rice’
HF %% /maomi/ ‘Cat-honey’

HH %P /maomi/ ‘kitty’
LH 57]/méadao/ ‘sabre’

1.4. Current study

For computational modeling to be relevant for enhancing our un-
derstanding of speech perception, it should allow us to explore the
feasibility of various conceivable perceptual strategies. In a pilot study,
we tested the feasibility of modeling parallel recognition of tone and
focus in Mandarin by processing syllable-sized local pitch targets (Chen
and Xu, 2021). The current study is to extend this work by building
models that can simulate different possible strategies of perceiving tone
and focus. In the time domain, the key question is whether focus can be
processed syllable-by-syllable although its full temporal scope covers the
whole sentence (Xu et al., 2004). In the functional domain, the crucial
issue is whether tone and focus are processed hierarchically or inde-
pendently. We therefore tried to answer the following research ques-
tions through computational simulation of tone and focus perception on
a Mandarin corpus.

1. Can tone and focus be recognized independently of each other, or
they have to be co-processed for concurrent recognition?

2. Does focus have to be recognized by processing sentence-wide fy
contour as a whole, or the recognition can be done syllable-by-
syllable, guided by progressive accumulation of probability?

To answer these questions, we applied support vector machine
(SVM), a non-neural network model, and Gated Recurrent Unit (GRU), a
recurrent neural network model, for acoustic-phonetic learning. In
sequential focus processing simulations, we utilized Bayesian inference
to integrate sub-functional information into global focus categories.

As will be introduced in the following section, a set of modelling
experiments were carried out to assess various perception strategies
with full or fragmented utterances tested in terms of recognition accu-
racy and confusion patterns. The primary goal of the present study is to
find out the most plausible perception mechanism by comparing the
results of human perception and model recognition of Mandarin tones
and focus.

2. Materials and methods

The overall strategy is to develop computational models that are
trainable with f contours from connected speech to recognize tone and
focus. The ability of these models to simulate human perception is tested
by comparing model performance with human perception of tone and
sentence focus. The computational models are configured differently to
simulate several alternative perception strategies, and the efficacy of
each strategy is estimated in terms of recognition outcomes compared
with human perception patterns.

2.1. Corpus and annotation

The corpus used in this study is an experimental Mandarin dataset
collected in Xu (1999). All the sentences consist of five syllables (three
words) with varying tones on the middle three syllables (see Table 1),
and the first word (subject) and the third word (object) are disyllabic
and the second (verb) is monosyllabic. The first, second, and third words
have four, three and two alternatives, respectively. Thus, there are 4 (1st
word) x 3 (2nd word) x 2 (3rd word) = 24 target declarative sentences
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Table 2
F_Syl1—Focus labeling Scheme 1 for marking focus status of each syllable cor-
responding to each sentential focus category.

Focus 1st syllable  2nd 3rd 4th 5th
syllable syllable syllable syllable
Neutral  Neutral/ Neutral/ Neutral/ Neutral/ Neutral/
Pre- Pre- Pre- Pre- Pre-
Initial On- On- Post- Post- Post-
Middle Neutral/ Neutral/ On- Post- Post-
Pre- Pre-
Final Neutral/ Neutral/ Neutral/ On- On-
Pre- Pre- Pre-
Table 3

F_Syl2—Focus labeling Scheme 2 for marking focus status of each syllable cor-
responding to each sentential focus category.

Focus Ist 2nd 3rd 4th 5th
syllable syllable syllable syllable syllable
Neutral  Neutral Neutral Neutral Neutral Neutral
Initial On- On- Post- Post- Post-
Middle Pre- Pre- On- Post- Post-
Final Pre- Pre- Pre- Final-on- Final-on-
a Syllable Contours b.
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Z z
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training, and 1 repetition for evaluating the trained model.

2.2. Data

The raw source data were continuous sentence-sized f, contours with
syllable boundaries annotated, as illustrated in Fig. 4. Each syllable was
represented by a 10 data point vector taken from the time-normalized
syllable-sized fy values in both Hertz and semitones (with 1 Hz as the
reference fy). Also extracted were velocity profiles at 10 time-
normalized points per syllable. All those fy profiles were extracted
using ProsodyPro (Xu, 2013). In addition, to address the potential effect
of variations across speakers as well as repetitions, a new f; profile, Afo,
was computed which is the difference between the f; value of current
point and the onset fy of the sentence.” In total, 5 input features were
extracted: f in Hz (fp), Afy in Hz (Afy), fo in Semitone (Semitone), Afy in
Semitone (ASemitone) and fy velocity (Velocity) for respective model-
ling. No other data normalization or pre-processing was applied.

2.3. Computational models

In a previous study (Chen et al., 2022), we have already found that
SVM can achieve good tone recognition from raw f; contours. So, SVM is

Sentence Contours

Neutral
Initial
Middle
Final

10 20 30 40

Normalized time points

50

Fig. 4. Plots of average f, contours (lines) with standard error (shade). Left: f, contours of the second syllable in all sentences. Right: f, contours of whole sentences

under different focus conditions.

in the corpus. There are four citation tones in Mandarin, including Tone
1 (high), Tone 2 (rising), Tone 3 (low), and Tone 4 (falling). No neutral
tone or cases of tone sandhi were included in the corpus. The sentences
were recorded by four male and four female native Standard Chinese
(Putonghua) speakers. Each sentence was spoken with four different
focus patterns: focus on the first (initial), second (middle), or third word
(final), and neutral focus, elicited by WH-questions. In total, there are
3840 sample sentences (24 basic sentences x 4 focus patterns x 8
speakers x 5 repetitions).

The corpus was annotated with syllable boundaries, lexical tones and
focus. The annotation of syllable-level focus events was done in two
different ways to represent two alternative hypothetical focus encoding
schemes. Focus Scheme 1 (F_Syl1), as shown in Table 2, consists of only
three different focus labels for each syllable, which treats all words in a
neutral-focus sentence as the same as pre-focus words in sentences with
non-initial focus. This was based on a strict interpretation of the tri-zone
hypothesis of focus (Xu, 2005; Xu et al., 2004). Focus Scheme 2, as
shown in Table 3, consists of five focus labels, which annotates all syl-
lables in neutral focus sentences as Neutral and syllables in the last word
in a final-focus sentence as Final-on. The separate annotation of
final-focused syllables is based on findings that final focus is less
robustly encoded than non-final focus in Mandarin (Xu et al., 2012) as
well as in many other languages (Botinis et al., 1999).

The whole dataset was divided into a training subset, a validation
subset and a testing subset, with a ratio of 3:1:1, whereby 3 random
repetitions of each sentence by one speaker were used for training the
recognition model, 1 repetition for optimizing the model during the

again used in this study as one of the models to further test its power on
focus recognition. However, neural networks nowadays have shown
their strong ability in language processing. Recent studies compared
brain responses of human and the processing activity of a neural
network and found that artificial intelligence (AI) systems can process
signals in a way that is similar to how the brain interprets speech sound
(Begus et al., 2023; Li et al., 2023). So, we also want to try neural
network models on tone and focus recognition to see if better perfor-
mance than SVM can be achieved. All the models used in this study are
supervised rather than unsupervised (e.g., Gauthier et al. 2007, 2009).
Unsupervised models would simulate learning in which the learner
discovers linguistic categories from speech signals without knowledge of
phonetic categories. Phonetic acquisition research, however, has shown
evidence that knowledge of phonetic category is acquired through social
interaction and is used to guide the development of language-specific
phonetic perception (Kuhl, 2010; Kuhl et al., 2014). So, despite find-
ings that unsupervised phonetic learning is possible (Gauthier et al.,
2007, 2009), only supervised learning models are applied in the current
study.

2.3.1. Gated recurrent unit (GRU): a recurrent neural network
Given that speech is generated continuously, a recurrent neural

2 The use of such Afy has been found to be effective in simulating the learning
of tone and intonation production (Meng et al., 2023; Prom-on et al., 2009; Xu
and Prom-on, 2014).
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Fig. 5. A simple demonstration of a GRU layer with three cells.

network (RNN) may be an appropriate model for simulating speech
perception, especially for focus that is encoded across a whole sentence
as discussed earlier. Here, we chose Gated Recurrent Unit (GRU), a
special type of RNN proposed by Cho et al. (2014).

RNNs are the neural networks where the hidden state from the
previous step is fed as input to the current step so as to process sequential
data. To solve the problem of gradient vanishing or exploding due to
long-term dependency in vanilla RNN, some gating mechanisms are
developed to selectively update the hidden state at each time step to be
sent to next step. Compared with the more widely used long-short term
memory (LSTM), GRU only have two gates in a cell which involves less
parameters and faster speed to compute. Fig. 5 gives an example
structure of a GRU layer.

The simulation process was as follows:

r, = sigmoid(W' [h,_1,%,] +b")
u, = sigmoid(w*[h;_1,x,] +b*)
H, = tanh (wh [rexhe 1, x]+ bh)

hy=(1—-u)*h_1+u*h

The data processing within a GRU cell can be seen as a function: h, =
GRU(h;_1,x;). The subscript t represents the time step. The input of each
GRU cell (time step) has two sources: the present input (x,) and the
preceding hidden state (h,_1). The output at each time step is the copy of
hidden state h,. Looking into the cell, each cell has two gates: reset gater,
and update gate u,. The reset gate r; decides how much of the infor-
mation should be kept from h, ;, which is then used to generate the
candidate hidden state h, reducing the effect that previous information
has on the current information. The update gate u; decides how much
information to forget from h,_; and how much information to add from
h, to update the current hidden state h,. w", w* and wh are learnable
weight matrices, and b", b" and b" are the bias terms. After the GRU
layers, there will be a fully connected layer. The output of the GRU layer
will be put into a fully connected layer to generate the probabilistic class
predictions through a softmax function, which are tailored to the spe-
cific requirements of the recognition task.

A bidirectional GRU (Bi-GRU) is a GRU neural network which does
not change the inside structure of the cell but runs in two directions
within a (Bi-)GRU layer. The results of the two processing in a Bi-GRU
layer are combined to generate the output of the layer, which means
both the previous and the following time steps can affect the current
time step. The output of a Bi-GRU cell is: hy = [GRU(h_1,X;); GRU(h41,
xt)|-

In this study, we trained both GRU and Bi-GRU with Pytorch (Paszke
et al., 2017) for tone and focus recognition. The training set was used to
train the models and the validation set was used to optimize the models.
The testing set was put into the trained models to estimate the effec-
tiveness of different strategies. The detailed procedures will be intro-
duced later in the Section 2.4.

wix+b=1
+ The hyperplane: w™x+b =0

Category B

Fig. 6. A simple demonstration of a linear SVM.

2.3.2. Support vector machine (SVM)

SVM is a supervised machine learning model widely used in speech
recognition and can handle both linear and non-linear classification
tasks. SVM was originally developed for binary classification tasks, and
the basic idea of SVM is to represent samples as points in a space and find
a clear hyperplane or gap that is as wide as possible to separate cate-
gories. Fig. 6 gives a simple example of binary linear SVM classifier. The
hyperplane can be defined as:

wix+b=0

where w is the weight vector, x is the input vector, and b is the bias term.
Before training, all the samples are labelled as +1 or — 1. If the label is +
1, wIx + b is expected to be larger than + 1, otherwise it is smaller than
— 1. The data points that have the smallest perpendicular distance to the
hyperplane are called support vectors (on the dashed lines). The hy-
perplane is actually determined by those vectors. The weight w shows
how each dimension of those vectors is used in the classification process.
The larger the margin, the better the hyperplane. The test samples are
then mapped into the same space and classified based on which side of
the gap they fall.

In this study, the SVMs were trained using the Scikit-learn tool
(Pedregosa et al., 2011) with RBF (Radial Basis Function) kernel to
transform the input data into higher-dimensional space to enable linear
separation. For multiclass SVM classifier, we adopted the OVO (One-v-
s-One) strategy generalizing the binary classification to a n-class clas-
sifier that splits the task into n(n —1)/2 binary tasks and the solutions are
combined by a voting strategy (KreBel, 1999). Grid search and
cross-validation were used to tune the hyperparameters: regularization
(c), and gamma values (g). The training set and validation set were
combined for SVM training, and five-fold cross-validations were auto-
matically and randomly applied during the training to optimize the
model.
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2.4. Computational simulations

The simulations were aimed at answering the two questions outlined
in 1.4. The first question is whether tone and focus can be recognized
independently of each other, or they have to be co-processed for con-
current recognition. The second question is whether focus has to be
recognized by processing sentence-wide fy contour as a whole, or the
recognition can be done syllable-by-syllable, guided by progressive
probabilistic inference. Firstly, to test if focus can be recognized syllable-
by-syllable or holistically, we set up two kinds of models. The syllable-
by-syllable simulation recognizes syllable-level focus events and in-
tegrates the syllabic probabilities into sentential focus decisions. Given
that coarticulation or contextual information may affect the perfor-
mance of local recognition, we designed two sets of local recognizers.
One of them recognized local event individually regardless of the
context, and the other one recognized local event in a sequential context.
The holistic simulation recognizes sentence level focus directly from
whole-sentence fy profiles. Secondly, we wanted to investigate if focus
and tone are recognized independently or hierarchically. To simplify the
hierarchical correlation assumed, we designed a simultaneous recogni-
tion task of tone and focus through the combination of tone and focus
categories, which can be compared with tone-only recognition and
focus-only recognition.

To sum up, we designed four recognition tasks: 1) lexical tone
recognition, 2) syllable-by-syllable focus recognition, 3) direct sentence-
wide focus recognition and 4) simultaneous syllable-by-syllable tone
and focus recognition. For each task, both neural network (GRU) and
non-neural network model (SVM) were trained to achieve maximum
recognition rate based on different input fy profiles (fo, Afo, Semitone,
ASemitone and Velocity), respectively. We used unweighted average
recall (UAR), which is the average of the recall on each class, and
confusion matrix, which is a summary of correct and incorrect pre-
dictions broken down by each class, to choose the model that fits the
human performance the best, and analyzed the possible mechanisms the
perceptual process may involve.

2.4.1. Experiment 1: recognition of tone only

In this experiment, all models performed only tone recognition tasks
on syllable-sized f contours. Each syllable was labelled only for tone:
T1, T2, T3 and T4. In this way, the models were trained to recognize the
tones regardless of the focus condition of the sentence.

Five models were built based on different underlying mechanisms:

1. T-SVM — A SVM model that recognizes lexical tones locally by
classifying them based on Euclidean distance. For each sample, the
model takes a 10 equidistant discrete point vector from a syllable as
the input. The training target of each sample is the tone category and
class membership probability estimates are enabled.

2. T-GRU — A GRU model that recognizes lexical tones locally through
a unidirectional recurrent neural network. It takes one syllable as a
time sequence and the sequence length is 10. The input at each time
step is one fy point. The model contains two unidirectional GRU
layers and one fully connected layer at the last time step with 128
hidden units in each hidden layer. A GELU activation function is
applied to produce the probabilities of the four tones as output.
During training, cross-entropy loss function and the Adam optimizer
were used with dropout rate of 0.1 and batch size of 32.

3. T-Bi-GRU — A GRU model with the same main structure as T-GRU
but the GRU layers are bidirectional. It assumes that lexical tones can
be recognized locally through a bidirectional recurrent neural
network.

4. T-GRU-Con — A GRU model that recognizes lexical tones through a
neural network that also takes preceding fy context as part of the
input. It takes the whole sentence as a sequence and the sequence
length is 5. The input at each time step is a 10 equidistant discrete
point vector from one syllable. The model also contains two
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Table 4
Sentence fragments of varying lengths used as stimuli.

Number of syllables Sentence fragments

2nd syllable of Word 1
Word 1

Word 1 + Word 2

Word 1 + Word 2 + Word 3

Ul w N =

unidirectional GRU layers and one fully connected layer with 128
hidden units in each hidden layer. A GELU activation function is
applied to produce the probabilities of the four tones for output at
each time step. During training, cross-entropy loss function and the
Adam optimizer were used with dropout rate of 0.1 and batch size of
32.

5. T-Bi-GRU-Con — A GRU model with the same main structure as T-
GRU-Con but the GRU layers are bidirectional. It assumes that lexical
tones can be recognized through a neural network and affected by
both preceding and following contexts.

For the last two models that take the global context into consider-
ation, T-GRU-Con and T-Bi-GRU-Con, we also tested their recognition
capabilities on fragments of the sentences with only the second syllable,
the first (disyllabic) word and the first two words to see if contexts have
significant effect on tone perception. Table 4 gives the four stimuli of
sentence fragments for tone recognition. The fragments were also used
in the subsequent recognition and perception tasks.

2.4.2. Experiment 2: syllable-by-syllable focus recognition

This experiment tests the recognition of focus without knowledge of
tone in a syllable-by-syllable manner, in two steps: 1) recognizing local
focus events; and 2) integrating local decisions into a global
classification.

The first step is conducted by recognizing a sequence of syllable-level
focus events. Similar to tone recognition, there are also five syllable-
level focus recognition models:

1. F-SVM — A SVM model that recognizes syllable-level focus events
locally by classifying them based on Euclidean distance.

2. F-GRU — A GRU model that recognizes syllable-level focus events
locally through a unidirectional recurrent neural network.

3. F-Bi-GRU — A GRU model that recognizes syllable-level focus events
locally through a bidirectional recurrent neural network.

4. F-GRU-Con — A GRU model that recognizes syllable-level focus
events through a neural network that also takes preceding fy context
as part of the input.

5. F-Bi-GRU-Con — A GRU model that recognizes syllable-level focus
events through a neural network that also takes both preceding and
following contexts as part of the input.

The model structures are the same as tone recognition models,
respectively, but tasked to recognize two sets of syllable-level labels for
focus (Tables 2 and 3): F_Syl1 and F_Syl2. F_Syl1 consists of three labels:
Neutral/Pre-, On- and Post-. This labeling scheme assumes that all syl-
lables in a neutral-focus sentence have the same focus status as pre-focus
syllables. F_Syl2 consists of five labels: Neutral, Pre-, On-, Post- and
Final-on-. This labeling scheme therefore treats syllables in neutral focus
sentences differently from pre-focus syllables, and syllables under final
focus differently from other on-focus syllables.

To achieve syllable-by-syllable focus recognition, the local recogni-
tion outcomes need to be converted to sentential decisions. This was
done by applying Bayesian inference which is widely used in cognitive
studies (Feldman et al., 2009; Kleinschmidt and Jaeger, 2015; Norris
et al., 2016; Norris and McQueen, 2008) as follows.

The testing of the local recognition model generated a 1 * n matrix of
probabilities for each syllable in the testing set and a 5 * n matrix (Ps.,)
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of probabilities for each sentence, where n is the number of categories of
syllable-level focus events.
The local focus event label set is

SYL:{

And the finite label set for the sentence is
SEN = [1 =neutral, 2 =initial, 3=middle, 4 =final] ¢ R*

Following Tables 2 and 3, each focus condition corresponds to one
unique syllabic focus sequence. Hence the mapping matrix A:

(111117
22333
11233

11122]

(111117
33444
22344

122255

, for F_Syll

, for F_Syl2

The value of element a; in A represents the local focus label for the j*
syllable in the sentence which belongs to the i category in SEN.

The identification of the sentence-level focus category ¢ € SEN is to
choose a syllabic label sequence si,s2,s3,54,55 € SYL having a corre-
sponding sentence focus category c that is the most probable given the
observation sequence O = o1, 02, 03, 04, 0s. According to Bayesian
inference:

P(O[c)P(c)

C = argmax. P(c|O) = argmax, P0)

Because it is hard to decide the prior probability P(c), we just assume
that sentence focus probabilities are evenly distributed, as the numbers
of the four focus conditions are equal in our corpus. P(O) is a constant.
Thus, we have:

5
¢ = argmax, P(O|c) = argmax, HP(ot|st)
t=1
The likelihood probability P(o,|s{) can be obtained from the syllable-
level focus events recognizers above. Thus:

5
€ = argmax, HP“‘“
t=1

Then, the results of local focus events recognition can be converted to
make the final decision of sentence focus category.

To examine whether sentence focus perception is syllable-by-syllable
or holistic, not only do we need to test the models on the whole sen-
tences, but also we have to see whether the models can simulate the
incremental process that can be comparable to human perception per-
formance. As the latter two models (F-GRU-Con and F-Bi-GRU-Con) take
the global context into consideration, we have to test the trained models
with fo contours not only from whole sentences fy contours, but also
from the first two syllables (word 1) and the first three syllables (words 1
and 2).

As the training sample and testing sample should have the same data

[1 = neutral/pre,2 = on, 3 = post|, for F.Syll andn =3
[1 = neutral,2 = pre, 3 =on, 4 = post,5 = final on|, for F.Syl2 andn=>5
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shape, the missing part of the sentence f; contours should be padded.
Normally in RNN models, 0 is used to pad the sequence. However,
although, in this task, 0 does not overlap with actual value of fj in this

corpus, it is still a meaningful f, value and may make the sequences
biased towards certain focus category. To minimize the bias, we used the
grand average f; of the corpus instead of 0 as the padding value.
After syllabic focus recognition, sentential focus is predicted by the
probabilities of the syllable from the fragmented sentence f, contours.
The sentential focus prediction of the first two words (the first three
syllables) would be:

3
¢ = argmax, HPMH
t=1

And the sentential focus prediction of the first word (the first two
syllables) would be:

2
¢ = argmax, HPMH
t=1

When making sentential focus prediction from incomplete sentence
fo contours, a problem may arise that a sub-sequence of local focus
events is shared by more than one sentence focus category. For example,
with F_Syll, neutral focus, middle focus and final focus sentences all
have the same two-syllable sentence fragments for the first two syllables
(both are neutral/pre). Once such sub-sequence obtained the highest
accuracies, it would cause an identification ambiguity between those
focus categories sharing the sub-sequence. Thus, we forced the program
to take neutral focus as the final decision when neutral focus was one of
the options or assumed that focused word would appear as early as
possible when the sub-sequence was shared by middle focus and final
focus.

2.4.3. Experiment 3: recognition of tone-focus combinations

Experiments 1 and 2 are for testing whether tone and focus can be
recognized without knowledge of each other. Experiment 3, in contrast,
examines whether it is beneficial to recognize them hierarchically, i.e.,
as syllable-sized tone-focus combinations. The task of the models is to
sequentially recognize syllable-sized fo contour as unique tone-focus
combinations that carry information of both functions. There are 12
labels for the combination of tone and F_Syl1, and 20 labels for tone and
F_Syl2, which are used in the training of five recognition models:

. TF-SVM.

. TF-GRU.

. TF-Bi-GRU.

. TF-GRU-Con.

. TF-Bi-GRU-Con.

g b wWwN =

The structures of the five models are the same as in tone only rec-
ognizers (Experiment 1) but are tasked to process two sets of tone-focus
combination labels. The outcomes of the models are broken down into
tone and focus events, respectively. The local focus events are then
converted into sentential focus decisions through Bayesian inference.
Those models are also tested on sentence fragments following the same
routine as in Experiment 2.

2.4.4. Experiment 4: holistic focus recognition
This experiment tests sentence-wide holistic processing strategy of
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Table 5
Tone patterns and corresponding sentences used in perception experiment.

Word 1 Word 2 Word 3

HH %" /maomi/ ‘Kitty’

HR J#3%/maomi/ ‘Cat-fan’
HL £ /maomi/ ‘Cat-rice’
HF J#%/maomi/ ‘Cat-honey’

H #/mo/ ‘touches’ HH ##P¥/maomi/ ‘kitty’

focus perception. The recognition models are trained on f; contours of
whole sentences, but tested with both whole-sentence fy contours and
fragmented fy contours. Like Experiment 2, focus recognition is done
without knowledge of the tones in the sentences. Three different models
were built for this task.

1. SF-SVM — A SVM model that recognizes focus based on Euclidean
distance. For each sample, it takes a 50 (5 x 10) equidistant discrete
point vector from a sentence as the input. The training target of each
sample is the focus category.

2. SF-GRU — A GRU model that recognizes focus directly through a
unidirectional recurrent neural network. It takes the whole sentence
as a sequence and the sequence length is 5. The input at each time
step is a 10 equidistant discrete point vector from one syllable. The
model contains two unidirectional GRU layers and one fully con-
nected layer at the last time step with 128 hidden units in each
hidden layer. A GELU activation function is applied to produce the
probabilities of the four focus categories for output. During training,
cross-entropy loss function and the Adam optimizer were used with
dropout rate of 0.1 and batch size of 32.

3. SF-Bi-GRU— A GRU model with the same main structure as SF-GRU
but the GRU layers are bidirectional. It assumes that focus can be
directly recognized through a bidirectional recurrent neural
network.

The three holistic recognizers are also tested on the sentence frag-
ments to simulate the incremental processing of focus.

2.5. Human perception experiment

To evaluate the performance of the computational recognizers,
human listeners were asked to identify tone and focus from the same
corpus.

2.5.1. Stimuli

Table 5 shows the sentences used in the perception experiment.
Except syllable 2, all other syllables have the H tone (Tone 1). Only one
of the five repetitions of each sentence was randomly chosen as stimulus
to shorten the experiment. Thus, there were a total of 128 complete
sentence stimuli = 4 base sentences * 4 focus conditions * 8 speakers * 1
repetition.

For testing progressive focus perception, some fragmented stimuli
were also created containing only the second syllable, the first word, and
the first two words, respectively. A total of 512 stimuli (128 sentences *
4 fragments) were therefore used.

1, BEFRITENEBNEF:
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2.5.2. Subjects

20 native Mandarin speakers, 10 females and 10 males, were
recruited on Prolific (www.prolific.co). All of them were born and raised
in China and aged between 23 and 40 years old. None reported any
hearing impairment.

2.5.3. Procedure

The perception experiment was conducted on the Gorilla Experiment
Builder (www.gorilla.sc) (Anwyl-Irvine et al., 2020). Listeners were
given one sound at a time and were asked to choose the sentence with
the correct tone and focus, as displayed on screen as in Fig. 7. The first
selection is for the lexical tone, represented by different Chinese char-
acters for the second syllable. The second selection is for the position of
the focused word. The subject could hear each sound up to three times
before making their two selections and moving to the next trial. Before
the real trials, they were given 5 random trials (without feedback) to
become familiar with the procedure.

3. Results
3.1. Experiment 1: tone recognition only

3.1.1. Overall accuracy

Five computational models were trained to recognize tones without
knowledge of focus. As the number of syllables with the four tones are
not equal in our corpus, we use the unweighted average recall (UAR) to
evaluate the tone recognition models. Fig. 8 shows overall recognition
accuracies (UARs) of the five models trained with five formats of f, data.
Of the five models, three recognized tones without f, contexts (T-SVM,
T-GRU and T-Bi-GRU), and two took fy context into consideration (T-
GRU-Con and T-Bi-GRU-Con). The overall accuracies of the first three
models are all above 85 %, and those of the last two are both over 95 %.

Fig. 9 shows UARs of the second syllable from T-GRU-Con and T-Bi-
GRU-Con tested with fragmented f; contours of different lengths. With
only fy contours of the second syllable, both models recognized the tones
only at chance level (25 %). With fj of the first two syllables, the per-
formances increased dramatically. With more f, contours after the
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Velocity
0
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Fig. 8. Overall UAR of the five tone recognition models.

Please select the sentence you just heard: (the second character is T1, T2, T3, or T4)

A: JEOREEDR  B: AR

C: SR HIHOA

D: JHE HH0k

2, BEFRWENAFHREBMDRAT CRERE, RINTULNEIHERA)

Please select the sentence you just heard: (the sentence is neutral focus, or the underlined word is focused)

A SEXEERETR B EXERN0R

C: JXERIHIA

D: JEXFEIHIA

Fig. 7. Instructions and options in perception experiment.
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Fig. 9. Overall UARs of tone recognition as a function of the number of tested syllables from T-GRU-Sen (left) and T-Bi-GRU-Syl (right).
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Fig. 10. Recognition rates of the four tones from the five tone recognition
models tested with syllables of whole utterances.

second syllables included, the accuracy of T-GRU-Con (left) remained
high at around 95 %, and the accuracy of T-Bi-GRU-Con (right) gradu-
ally rose from 93 % at two-syllable to 97 % at whole sentence when used
fo in Hz as input.

3.1.2. Accuracy of individual tones

Figs. 8 and 9 both show that, for all the five models, there is not much
difference between the five formats of fy data, but raw f; in Hz almost
always has the highest accuracies. So, Fig. 10 shows the accuracies of the
four tones with fj in Hz as input. For all models, the static tones always
had higher accuracies than the dynamic tones: T1 > T3 > T4 > T2.

3.2. Experiment 2: syllable-by-syllable focus recognition

For syllable-by-syllable focus recognition without knowledge of
tone, five models with the same structure as tone recognizers were
trained to recognize syllable-level focus events based on two sets of la-
bels as shown in Tables 2 and 3. The local recognition outcomes were
converted to sentential focus through probabilistic inference.

3.2.1. Overall accuracy

Fig. 11 (a—e) shows overall accuracies of sentence focus obtained
from the five syllable-by-syllable models. The left column shows results
using the F_Syll labeling scheme and the right column shows results
with the F_Syl2 scheme. Almost all the graphs show a gradual rise with
the increase of the number of input syllables and no significant differ-
ence between the five formats of fj input except the input of f; velocity
which always had slightly worse performance than other formats of f
input. For the whole sentence length (5 syllables), F_Syll always has
better performance than F_Syl2, and models that consider f, context for
local focus events have higher accuracies (>80 %) than those without
considering fo context (>70 %) with F_Syl1.

10

3.2.2. Accuracy of individual focus categories

Fig. 12 (a—e) shows accuracies of the four focus categories with f in
Hz as input with different sentence fragments tested. The left and right
columns display results based on F_Syll and F_Syl2 labeling schemes,
respectively. The two labeling schemes differ extensively, but always
show similar patterns for Initial focus. At the whole sentence length,
F_Syll always has a similar accuracy ranking: Middle focus > Initial
focus > Neutral focus > Final focus. The ranking for F_Syl2, however, is
almost always: Initial focus > Neutral focus > Middle focus > Final
focus.

Referring to the perceptual results (Fig. 22 in Section 3.6), F-GRU
and F-Bi-GRU had the most similar patterns when using F_Syl1 labels.
Looking at Fig. 12(b), from two-syllable fragment to whole sentence, the
accuracy of neutral focus decreased from 97.4 % to 85.94 % to 71.35 %,
and the accuracy of initial focus increased from 75 % to 79.65 % to
89.06 %. In the two-syllable condition, the rate of middle focus is 0 %.
After that, when focused word was added, the rate of middle focus
suddenly increased to 91.15 % and then climbed further to 96.35 % at
whole sentence condition. Final focus always had the lowest accuracy,
staying at 0 % when the final word was missing, and reaching above
chance only at whole sentence condition.

3.3. Experiment 3: recognition of tone-focus combinations

The recognition of tone-focus combination is a way to simulate the
consideration of the effect of co-occurring function, which is presumably
beneficial. In general, however, the performance of the tone-focus
combination models achieved similar results as models that recognize
tone and focus independently of each other in Experiments 1 and 2.

3.3.1. Tone accuracy

Fig. 13 shows UARs of tones based on the five tone-focus combina-
tion models with five formats of fy input. The overall tone accuracies of
the first three models are all above 85 % and the accuracies of the last
two models both reached over 95 %.

Fig. 14 shows the UARs of tone based on TF-GRU-Con and TF-Bi-
GRU-Con tested with sentence fragments from two to five syllables.
Both of the models only had chance-level accuracy when tested with
only the second syllable. With f, of the first two syllables, the perfor-
mances increased dramatically. TF-GRU-Con achieved the same per-
formance under the rest of the three conditions with accuracies around
95 % (fp in Hz). TF-Bi-GRU-Con had slight increase with more input
syllables, with accuracy rising from 90 % to 97 % (fp in Hz).

Fig. 15 shows accuracies of the four tones with f; in Hz as input based
on the five combination models. Same as tone only recognition, all the
five models showed that static tones had higher accuracies than dynamic
tones: T1 > T3 > T4 > T2. The first three models show lower perfor-
mance than the last two models.

3.3.2. Accuracy of individual focus categories
Fig. 16 (a—e) shows the overall accuracies of focus recognition from
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Fig. 11. Overall accuracies of sentential focus as a function of the number of tested syllables from the five recognition models with F_Syl1 (left) and F_Syl2 (right).
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Fig. 12. Recognition rates of the four focus categories as a function of the number of tested syllables from the five recognition models with F_Syll (left) and

F_Syl2 (right).

the five tone-focus combination models. The left column displays results
based on F_Syll labels and the right column displays results based on
F_Syl2 labels. Similar to syllable-by-syllable focus only recognition,
almost all the graphs show a gradual rise with the increase in the number
of input syllables and no significant difference was found between the
different formats of f, input except the input of f velocity which always
had slightly worse performance than other formats of f, input. Unlike in
Experiment 2, the models trained with F_Syl1 labels did not outperform
those trained with F_Syl2 labels. But similarly, models considering fo
context for syllabic events had higher accuracies (>80 %) than those not
considering context information (>70 %) at whole sentence condition.

Fig. 17 (a—e) shows the accuracies of four sentential focus with f; in
Hz as input. The left column displays results based on F_Syl1 labels and
the right column displays results based on F_Syl2 labels. The models
using F_Syl1 labels have similar results as the syllable-by-syllable focus
only recognition, and TF-GRU and TF-Bi-GRU had the most similar
patterns to perceptual results as shown in Fig. 22 when they were
trained with F_Syll labels. The performance of models with F_Syl2
showed some differences from the syllable-by-syllable focus only tasks
in Experiment 2, but the initial focus sentences still have the same
pattern when trained with the two label sets.
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3.4. Experiment 4: holistic focus recognition

3.4.1. Overall accuracy

Fig. 18 shows the overall focus recognition accuracies of the three
holistic models. All the models show a small increase from the first 2
syllables to the first 3 syllables, and then a large increase from 3 syllables
to 5 syllables. There is no significant difference between different for-
mats of inputs f data except f; velocity.

3.4.2. Accuracy of each sentence focus category
Fig. 19 shows the accuracies of each focus categories by SF-SVM
(left), SF-GRU (middle) and SF-Bi-GRU (right) with f, in Hz as input.

3.5. Tone perception by listeners

The perceptual data were obtained from 19 of the 20 listeners who
participated in the experiment. The excluded subject was a male who
performed abnormally on tone 3 (nearly 0 %). Fig. 20 shows the accu-
racies of identifying the four Mandarin tones on the second syllable
across the four fragmented sentences: the second syllable only, the first
word, the first two words and the whole sentence. The overall accuracies
are 78.69 %, 86.24 %, 87.68 % and 88.15 %, respectively.
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Fig. 13. Overall UARs of tones based on the five tone-focus combination recognition models.

As shown in Fig. 20, in most cases, the accuracies are ranked as T1 >
T3 > T2 > T4. The static tones are always better perceived than dynamic
tones. The accuracies of T1 are always high, while those of T2 and T3
increase from one syllable condition to one word condition and to two
words condition. T4 always had the lowest accuracy around 65 % except
when listeners heard only the first word where the accuracy reached 80
%.

Fig. 21 shows heatmaps of confusion matrices for tone identification
when listeners heard the whole sentence, the first two words, the first
word, and the second syllable only, respectively.

It is noteworthy that, unlike the popular claim that T2 and T3 are
easily confused with each other (Lee et al., 2008; Shen and Lin, 1991),
here T2 is more likely confused with T1, and T4 is more likely confused
with Tone 3.

3.6. Focus perception

The overall accuracies of focus identification are 28.84 %, 29.04 %,
55.53 % and 67.81 % under the conditions when listeners heard the
second syllable, the first word, the first two words, and the whole sen-
tence, respectively. Fig. 22 shows the perceptual accuracies of the four
focus categories with different f fragment sizes. It can be seen that
except for neutral focus, all other focus categories increased their
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accuracies as the fragmented fy contour became longer, and the accu-
racies were 0 % when focused words were not included. Final focus had
the lowest accuracies among all the conditions.

Fig. 23 shows the heatmaps of confusion matrices for focus identi-
fication when listeners heard f, contours with different fragment sizes.

In all the four confusion matrices, neutral focus is always more likely
to be misperceived as initial focus, whereas all the other focus categories
are likely to be misperceived as neutral focus.

4. Discussion

The present study is aimed at using computational simulation to
explore how multiple melodic functions in speech, e.g., tone and focus,
can be recognized both simultaneously and sequentially in perception.
For this purpose, we tried to answer two specific research questions: 1)
Can tone and focus be recognized independently of each other, or they
have to be co-processed for concurrent recognition? 2) Does focus have
to be recognized by processing sentence-wide f; contour as a whole, or
the recognition can be done syllable-by-syllable, guided by progressive
accumulation of probability? To answer these questions, we trained
several tone and focus recognition models, each designed to simulate
one or more hypothetical strategies. In general, the results of the
modeling show evidence that a) tone and focus can be processed largely
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Fig. 15. Recognition rates of the four tones based on the five combination recognition models tested with syllables of whole utterances.

independently for their respective recognition, and b) focus can be
recognized syllable-by-syllable from continuous speech. Before discus-
sing the main results in detail, however, we would like to first remark on
a finding that is almost a minor byproduct of the study, namely, the
nonessential role of explicit fo normalization in the perceptual decoding
of tone and focus.

4.1. No benefit of fo normalization

In all the simulations, raw fy trajectories, except for time-
normalization, were used as training and testing data, without the
extraction of intermediated features, following the finding of Chen et al.
(2022). They all achieved recognition accuracies no worse than human
perceptual performance on the same data, despite the fact that the
human listener could have benefited from non-fy cues in the stimuli that
are unavailable to the models. In addition, the transformations from the
original fy in Hz to other formats (semitones, Afy, and velocity) to
remove most of the overall pitch height differences across speakers and
utterances did not show any benefit. This unexpected finding suggests
that, raw fy, despite being full of variability that is widely assumed to be
in need of perceptual normalization (Francis et al., 2006; Johnson and
Sjerps, 2021; Wong and Diehl, 2003), in fact carries plenty of useful
information for the perceptual identification of both tone and focus. It is
likely the case that, thanks to the very need for sufficient intelligibility,

the encoding schemes of important communicative functions, including
tone and focus, may have been shaped in such a way in daily conver-
sations that their distinctive cues would rise above or cannot be masked
by the most commonly occurring variability. But this possibility is hard
to demonstrate by behavioral studies alone. What the current modeling
results have demonstrated, following our previous finding in Chen et al.
(2022), is that speaker variability probably is never a formidable barrier
as is often assumed, and normalization, even if necessary, can be easily
achieved as part of the training/learning process itself rather than as an
extra pre-processing. Theoretical implications notwithstanding, in the
following we will only discuss the results based on f; in Hz given its
equivalent and often superior performance to the other f, formats.

4.2. Syllable-by-syllable processing of speech melody

4.2.1. Processing prosodic focus syllable-by-syllable

The results of human perception of focus show a general improve-
ment as more and more fragments of the sentence were included in the
stimuli, which support the idea that intonation can be perceived pro-
gressively. The overall accuracies of the recognition models trained by
both syllable-by-syllable and holistic fo contours also showed gradual
upward trends with increased sentence fragment size. As shown in
Figs. 22 and 23 (in Section 3.6), at the beginning of the sentences, lis-
teners tend to assume that the sentence has neutral focus. Once the

14



Y. Chen and Y. Xu

®

Accuracy(%)

Accuracy(%)

e

Accuracy(%)

Accuracy(%)

o

Accuracy(%)

F Syll

F Syl2

<

2 3 5 2 3 5
Number of syllables tested Number of syllables tested
TF-GRU
F_Syll 100 F_Syl2
80
60
40
20
0
2 3 5 2 3 5
Number of syllables tested Number of syllables tested
TF-Bi-GRU
F_Syll 100 F Syl2

3 3 5 3 3 5
Number of syllables tested Number of syllables tested
TF-GRU-Con
100
80
60
40
20 20
0 2 3 5 0 2 3 5
Number of syllables tested Number of syllables tested
TF-Bi-GRU-Con
100 F_Syll 100 F_Syl2
80
60
40
20
03 073 5

3
Number of syllables tested

3
Number of syllables tested

—-

—-

Speech Communication 168 (2025) 103173

fo

- Mo
- Semitone

ASemitone
Velocity

fo

- Mo

- Semitone

ASemitone
Velocity

fo

" Aﬁ)
- Semitone

ASemitone
Velocity

fo
Ao
Semitone

- ASemitone

Velocity

Jo

Ao
Semitone
ASemitone
Velocity

Fig. 16. Overall accuracies of sentential focus as a function of the number of tested syllables from the five combination tasks with F_Syl1 (left) and F_Syl2 (right).

15



Y. Chen and Y. Xu

Speech Communication 168 (2025) 103173

TF-SVM
a.
100 ,,F, %yll 100 F_Syl2
80 — 80
O\c N
= 60 60
2
5 i 40 —+#— Neutral
8 ) nitial
< 5 20 " Middle
Final
01—+ 0+
2 3 5 2 3 5
Number of syllables tested Number of syllables tested
TF-GRU
b.
100+ » F Syll 100 F Syl2
50 T %
9 ,
= 60 60
Q
% 2 0 N —— Neft?tral
o - Initial
< 2 209, Middle
£ Final
0 4 04—+
2 3 5 2 3 5
Number of syllables tested Number of syllables tested
TF-Bi-GRU
c.
100w F_Syll 00 F Syl
80 80
X ~w
= 60 60 A
Q
E 40 —w— Neutral
51 B o Initial
< 5 0] Middle
- Final
0 0
2 3 5 2 3 5
Number of syllables tested Number of syllables tested
TF-GRU-Con
d.
00,0 F Syll 00 F Syl2
N
80 . 80
X N
Z 60 60 P
g 40 2 —N— N(?Lflral
[} Initial
AN
< 20 20 Middle
# Final
0 0¥
2 3 5 2 3 5

Number of si/llables tested

Number of sglllablcs tested

Fig. 17. Recognition rates of the four focus types as a function of the number of tested syllables from the five combination tasks with F_Syl1 (left) and F_Syl2 (right).

focused word was heard, the perceptual accuracy of focus increased
rapidly, and the ambiguity was further reduced when post-focus words
were heard. In contrast, the accuracy of neutral-focus sentences dropped
gradually as more syllables were heard. For the whole sentences, medial
focus was perceived the best, and final focus was perceived the worst.
This is consistent with focus perception results from Yuan (2011) and
Liu (2009), where in statement, the overall accuracies of focus at
different positions are ranked as: Middle focus > Initial Focus > Final
focus.

For the computational simulations, the holistic models did not
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generate recognition patterns similar to human perception, especially
showing no bias toward neutral focus (Fig. 19 in Section 3.4.2). In
contrast, syllable-by-syllable models did show focus recognition pat-
terns similar to human perception, especially when trained with F_Syl1
labels (Fig. 12(b) in Section 3.2.2, F-GRU with label set F_Syl1). Looking
at the classification performance on syllable-level focus events (Fig. 24),
the syllable-by-syllable models showed significant distinctions between
syllables in different portion of the sentence-wide tri-zone profile. Post-
focus syllables had the highest accuracy above 80 %, which seems to be
the most robust cue for focus recognition than the focused syllables,
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regardless of the tone composition of the sentence. This is consistent
with previous focus perception experiments (Ipek, 2011; Rump and
Collier, 1996; Xu et al., 2012). The on-focus syllables had the lowest
accuracy, although still above 50 %. When on-focus and final on-focus
syllables were treated as two different categories, the on-focus accu-
racy increased to over 70 %. This could be because the declination effect
on the final word neutralizes the on-focus pitch expansion which makes
the final on-focus syllables behave like neutral focus syllables.

A noticeable difference between perception and recognition (F-GRU)
patterns is that with sentence fragment of the first word (two syllables),
the perceptual rate of initial focus is only around 30 % while the
recognition rate is much higher at 75 %. When the following word was
given to listeners, the accuracy of initial focus rose rapidly to 70 %.
Listeners’ insensitivity to focused syllables at initial position is possibly
because listeners are not familiar with the speakers. Also, the first syl-
lable in the sentences is always high tone (T1) which leaves limited
space for focus encoding. Thus, a contextual environment is probably
needed to show the pitch prominence. The computational models,
comparatively, are much more familiar with the corpus, and could
identify the initial focused words immediately and accurately.
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4.2.2. Context-free local recognition of tone and focus from individual
syllables

For the tone recognition models, we tested two fy processing stra-
tegies: processing only syllable-sized fy contours, or also taking sur-
rounding (T-Bi-GRU-Con) or just preceding (T-GRU-Con) f, contours
into consideration. The goal was to assess the benefit of context
dependent processing of f given previous findings of an important role
in tone perception (Gottfried and Suiter, 1997; Lee et al., 2008; Xu,
1994). The effect of context was also assessed in the perception exper-
iment by comparing fy contours with different fragment sizes. The tone
perception results showed that even without context, the identification
of the tone of the second syllable was fairly accurate, with only moderate
drops for T2 and T3 (Fig. 20 in Section 3.5). In the computational
simulation, the context dependent models (T-GRU-Con & T-Bi-GRU--
Con) performed badly when tested with all contextual f, replaced with a
grand average (Fig. 9 in Section 3.1.1). The context-free models, in
contrast, could recognize tones not only very well (89 %), but also better
than human perception of the second syllable without context (79 %).
The reason could be that f contours of individual syllables do contain
sufficient cues for distinguishing the tones in this corpus. The human
subjects in the study, however, have rarely been exposed to tones
extracted from context which are as short as those of the second syllable
in the current corpus. If this interpretation is valid, it can be viewed as
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evidence of the role of perceptual learning, which is also how speaker
learn to process tones produced by different speakers, which they would
have had plenty of exposures in their listening experience. Yet another
possible reason for the poorer human perception of the tone in isolation
compared to the context-free models is that our current syllable seg-
mentation is not correct, given the latest finding of the much earlier
alignment of tone as well as both the consonant and vowel in a syllable
(Kang and Xu, 2024; Liu et al., 2022).

For focus recognition, the context-dependent models (F-GRU-Con &
F-Bi-GRU-Con) achieved higher accuracies of syllabic events when
tested on whole sentences, but they did not show the same confusion and
incremental patterns as human focus perception. In contrast, the
context-free models (F-GRU & F-Bi-GRU) trained with F_Syll labels
showed focus recognition patterns (Fig. 12(b), left column Section 3.2.2)
much more similar to human perception (Fig. 22 in Section 3.6) as the
sentences unfolded over time.

The syllable-by-syllable accumulation of evidence in the simulations
was done through Bayesian inference and the local recognition
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Fig. 21. Heatmaps of confusion matrices for perceptual identification of the
tone of the second syllable when listeners heard the second syllable (mi) only,
the first word (mao mi), the first two words (mao mi mo), and the whole
sentence (mao mi mo mao mi), respectively.
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probabilities were integrated so as to identify the focus of the sentence.
This approach can utilize all the cues in the utterance in a more flexible
and efficient way than holistic recognition. Also, as a context-free
model, F-SVM achieved similar performance to the models using GRU
at syllable level, but did not work well at sentence level, with a late
response to local focus events (Fig. 12(a) in Section 3.2.1). It is because
SVM could not give confidence intervals directly and the probabilities
are calibrated using logistic regression on the SVM’s scores (Platt, 2000;
Wu et al., 2004). Thus, the probabilities obtained from the SVM are not
as reliable as neural networks like GRU. This further highlights the
benefit of GRU and the integration of gradient cues that occur at
different points in time. That is, the more accurate the local perceptual
probabilities, the better the final decision regardless the context
information.

The success of local recognition of tone and focus and the later
syllable-based inference for sentence focus thus demonstrates that
syllable-sized unit could be used as the smallest temporal scope of
speech melody processing at least in Mandarin.
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Fig. 23. Heatmap confusion matrices for perceptual identification of focus
when listeners heard the second syllable (mi) only, the first word (mao mi), the
first two words (mao mi mo), and the whole sentence (mao mi mo mao mi),
respectively.
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4.2.3. Default bias toward neutral focus

The two focus labeling schemes in the present study were used to
examine two unresolved issues. The first is the claim that there is a
default focus location at the end of each sentence in Mandarin (Yan and
Calhoun, 2020) as well as in English (Biiring, 2006; Carlson et al., 2009;
Ladd, 2008), which may imply that even in the absence of a narrow
focus listeners would still hear a sentence-final focus. The second is the
uncertainty as to whether there are prosodic cues to mark pre-focus
words as distinct from neutral focus words. Empirical findings on this
issue are mixed (yes: Alzaidi et al., 2019; no: Xu, 1999; Xu and Xu,
2005).

To address the first issue, F_Syl2 assigns different labels for sentence-
final focus and non-final focus: Final On- vs. On-. This was to maximize
the recognition rate of final focus by allowing it to be trained separately
from non-final focus which has higher overall f, than final focus (Xu,
1999). This is based on the fact that final focus is already known to be
less salient than non-final focus (Botinis et al., 1999; Xu et al., 2012). As
shown in Fig. 24, many final on-focus syllables were recognized as
neutral focus (21.88 %), whereas only a few neutral focus syllables were
recognized as Final On- (10.52 %). This is also consistent with Fig. 12 (in
Section 3.2.2) where final focus always had the lowest recognition ac-
curacy. Also, human focus perception showed no final-focus bias neither
(Fig. 23 in Section 3.6). For the whole sentence stimuli, neutral focus
was misidentified more as initial focus rather than as final focus,
whereas final focus was mostly heard as neutral focus (54.25 %) rather
than as itself (31.38 %). These results are the opposite of the notion of
broad focus (Ladd, 2008) or default sentence-final focus (Biiring, 2006;
Carlson et al., 2009; Yan and Calhoun, 2020). Instead, at least for
Mandarin, the default focus status of a sentence is neutral rather than
final or broad.

To address the second issue, F_Syl2 labeled pre-focus syllables as
different from syllables in a neutral focus sentence: Pre- vs. Neutral. The
results of the F-GRU model in Fig. 12 show that the major differences
between F_Syll and F_Syl2 are in the accuracies of neutral focus and
middle focus in the two-syllable and three-syllable conditions. With
F_Syl1, neutral focus accuracy is high at 97 % at two syllables, but drops
to 86 % at three syllables, while the accuracy of middle focus increases
from 0 % to 91 %. With F_Syl2, the trends are reversed. As shown in
Fig. 24, the misidentified neutral focus syllable is more biased toward
pre-focus syllable. As pre-focus syllables are always in the first half of the
sentences and neutral focus syllables are distributed across the whole
sentences, given the general fy declination of the sentence (Xu, 1999),
pre-focus would have higher overall fy in general and neutral focus
would have more variations. This would lead to a bias in the trained
model to identify neutral-focus syllables with higher f; as pre-focus. But
such difference between neutral-focus and pre-focus syllable is not seen
from human listeners (Fig. 23 in Section 3.6). They did not predict any
upcoming focus when hearing only pre-focus words. Combining the
results of model simulation and human perception, therefore, pre-focus
words do not seem to carry much essential focus information.

Taken the findings about both issues together, there seems to be a
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Fig. 25. Heatmap confusion matrices of tone recognition models of T-GRU and
TF-GRU tested on syllables from whole sentences.
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Fig. 26. Heatmap confusion matrices of focus recognition models of F-GRU and
TF-GRU tested on whole sentences.

clear bias toward neutral focus, such that effective focus encoding does
not start until the focused word, which is further enhanced by post-focus
compression. When there no strong reason to emphasize any particular
component of a sentence, the utterance is simply spoken without any
focus. When the final word of sentence needs to be emphasized, due to
the lack of subsequent words, the focus cue is compromised, resulting in
weakly encoded final focus.

4.3. Independent recognition of tone and focus

The second research question was mainly addressed by Experiment
3, which explicitly simulated the co-decoding/co-processing of tone and
focus by recognizing categorical tone-focus combinations from syllable-
sized f contours. Somewhat surprisingly, however, no clear difference
in recognition accuracy was found between the tone-focus combination
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Fig. 27. Heatmap confusion matrices based on breakdown analyses of tone recognition across different local focus events of T-GRU.
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Fig. 28. Heatmap confusion matrices base on breakdown analyses of focus
recognition across different tone conditions of F-GRU with F_Syl1.

task and the independent recognition tasks.

4.3.1. Similarity between single function recognition and combination
recognition

Figs. 25 and 26 compare the confusion matrixes of single function
recognition (T-GRU and F-GRU) and combination recognition (TF-GRU)
with F_Syl1 labeling scheme. The results of single function and combi-
nation recognition are very similar to each other and the confusion
patterns are also largely in accord with perceptual results. For tone, T1
always has the highest accuracy in all confusion matrices in Fig. 25,
followed by T3. Accuracies of T2 and T4 are much lower. T2 is more
easily confused with T1 rather than with T3. Interestingly, in Fig. 21, T4
has a much lower perceptual accuracy than the other tones when lis-
teners were given the whole sentences. But this differs from both of the
recognition models. From Fig. 21, it can be seen that most of the
perceptual confusion of T4 was with T3. It seems that listeners were
attending to the lowest f; reached after the T4 syllable, which was due to
the carryover effect of inertia (Xu, 1997, 2005). If this is the case, it also
means that they did not take the syllable boundary very seriously, or
they could not perform syllable segmentation with high accuracy. This
interpretation is supported by the fact that when they heard only the
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first two syllables, which did not include the lowered fp due to the
carryover effect, the accuracy of T4 rose up to 80.4 %. The perceptual
confusion pattern becomes more similar to the performance of tone
recognition tasks in Fig. 25.

As for focus identification, the overall perceptual accuracy (Fig. 23)
is lower than model recognition accuracy (Fig. 26), and most of the
perceptual inaccuracies are due to confusion with neutral focus. One
possible reason is that human listeners have never been trained to
recognize focus as intensively as our models. But the key similarity be-
tween focus-only recognition and tone-focus combination recognition
nevertheless is the same as in Fig. 25, showing no advantage of pro-
cessing fo contours explicitly as tone-focus combinations.

The finding of lack of advantage of tone-focus combination is sur-
prising because tone and focus are indeed fused with each other in the fy
contours, and we have been able to simulate their parallel encoding in
production through syllable-sized singular target that encode both tone
and focus using PENTAtrainer (Xu and Prom-On, 2014). What the new
finding suggests is that tone and focus likely use separate encoding
spaces and/or dimensions despite doing so both through f, and
perception training can learn to decode them separately.

4.3.2. Interactions between tone and focus

The lack of overall difference between separate tone and focus
recognition and the recognition of tone and focus as combinations does
not mean that the two functions do not affect each other. Their mutual
influence on each other can be seen in Figs. 27 and 28. Fig. 27 shows
clear tri-zone focus effects on lexical tones: highest accuracy under
focus, median accuracy before focus and in neutral focus, and lowest
accuracy after focus, especially for dynamic tones (T2 and T4).

Fig. 28 shows that on-focus has lower recognition accuracy under T1
and T3 than under T2 and T4. T1 and T3 are both static tones which may
have left limited space for distinctive on-focus pitch range expansion.
Especially when T3 is in the final focused word, pitch expansion result in
even lower pitch, which makes it confusable with post-focus compres-
sion, especially for the final-focused words whose first syllable is in T3.

Importantly, all these interactions occurred both with T-GRU and F-
GRU and with TF-GRU, which means that the interactions (the combi-
nation of tone and focus labels) affected the degrees of ambiguity of both
tone and focus, but it is not helpful to recognize tone and focus together.
In other words, therefore, there is little need to take focus into consid-
eration when recognizing tone, and vice versa.

Also, from the breakdown analyses in Figs. 27 and 28, the effects of
tone on focus are greater than the other way around. The overall ac-
curacies of tones are higher than focus and the tone recognition patterns
under each focus location are fairly stable. Such more robust f; encoding
of tone than focus is a bit surprising given that focus uses a larger pitch
range than tone. But it is also not that surprising given the early finding
of (Fry, 1958) that only a 5 Hz f; difference is sufficient to elicit cate-
gorical perception of lexical stress in English, and that larger f; differ-
ences did not lead to any further improvement in stress perception. It
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Fig. 29. A framework of tone and focus perception from continuous speech.
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could be the case that the greater accuracy of tone encoding is because
lexical contrasts occur in every word while focal contrasts occur much
less frequently, as indicated by listeners’ bias toward hearing neutral
focus as discussed above. But a clear understanding of this surprise
finding has to wait for further studies.

4.4. Summary and conclusion

In this study, we used computational modeling to explore whether it
is possible to simulate simultaneous recognition of tone and focus in
Mandarin by processing f contours syllable-by-syllable. We tested this
possibility by training SVM and GRU models with either syllable-sized or
sentence-sized f contours from an existing corpus, and testing them
with fy contour fragments at different sizes and locations in the sentence.
The recognition accuracies of these models were then compared to
human perception accuracies on stimuli from the same corpus. The main
results are as follows.

1. The most comparable simulations were seen from GRU model
trained with syllable-sized f, contours, and recognized both tone and
focus by progressive accumulation of local probability.

2. Models trained with sentence-sized global f; contours did not
recognize focus as well as those trained with syllable-sized f,
contours.

3. There was little difference whether tone and focus were recognized
separately or as tone-focus combinations in model simulation, sug-
gesting that tone and focus can be recognized independently of each
other.

4. There was evidence of a clear preference for neutral focus as the
default focal category in human perception as well as our model
simulation.

5. No clear benefits were found for taking f; context into consideration
even for tone recognition.

6. No advantages were found for applying various f, normalization
schemes that may filter out speaker differences and random
variations.
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Of these findings, only the first was the main hypothesis that we had
hoped to corroborate at the outset of the study. For the others, we either
did not have a strong prior preference (2-4) or even expected the
opposite (5-6). Based on the first 3 findings, we can offer a schematic
framework of tone and focus perception shown in Fig. 29. The frame-
work is based on the assumption that speech melody conveys multiple
layers of communicative functions which are articulatorily encoded in
parallel through syllable-sized f; contours (Xu, 2005), as illustrated in
Fig. 30. However, the decoding process in Fig. 29 is not a direct reverse
of the encoding process in Fig. 30. Rather, it is a simpler process of
identifying the component elements of each function in separate parsing
routes. On the other hand, the decoding does proceed syllable by syl-
lable as they are the most relevant chunks of encoding events generated
by production (Xu, 2020; Xu and Prom-On, 2014). For functions like
focus whose temporal scopes transcend the syllable, their identifications
are done in steps by progressively updating the probability at each syl-
lable before reaching a final recognition at the end of the function’s
temporal scope.

It is truly surprising that the consideration of fy context did not
generate much benefit when processing syllable-sized f contours not
only for focus but also for tones whose encoding is largely local. It could
be the case that the most informative property of each f; contour is its
movement toward the underlying target (Xu, 2005). But not taking the
consequence of the target approximation on the context is surprising.
This, however, will need further confirmation in future studies.

In summary, what the present study has demonstrated is that the
perception of tone and focus in Mandarin can be done in parallel, but not
through reversing the articulatory encoding by identifying tone-focus
combinations generated by joint pitch targets shaped by specifications
of both functions, but by separate identification of each function. At the
same time, the perception can nevertheless follow the temporal pro-
gression of sentence production by processing syllable-sized f, contours
successively.
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