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Abstract 1 

As vowels with intrinsic movements, diphthongs are among the most elusive sounds of 2 

speech. Previous research has characterized diphthongs as a combination of two vowels, a 3 

vowel followed by a formant transition, or a constant rate of formant change. These accounts 4 

are based on acoustic patterns, perceptual cues, and either acoustic or articulatory 5 

synthesis, but no consensus has been reached. In this study, we explore the nature of 6 

diphthongs by exploring how they can be acquired through vocal learning. The acquisition 7 

is simulated by a three-dimensional (3D) vocal tract model with built-in target approximation 8 

dynamics, which can learn articulatory targets of phonetic categories under the guidance of 9 

a speech recognizer. The simulation attempts to learn to articulate diphthong-embedded 10 

monosyllabic English words with either a single dynamic target or two static targets, and the 11 

learned synthetic words were presented to native listeners for identification. The results 12 

showed that diphthongs learned with dynamic targets were consistently more intelligible 13 

across variable durations than those learned with two static targets, with only the exception 14 

of /aɪ/. From the perspective of learnability, therefore, English diphthongs are likely unitary 15 

vowels with dynamic targets. 16 

Index Terms: diphthongs, computational simulation, 3D vocal tract model, vocal learning, 17 

American English 18 
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1 Introduction 19 

Diphthongs, a special group of vowels, are featured by having different formant values at 20 

their onset and offset, and smooth transitional movements in between (Holbrook & 21 

Fairbanks, 1962; Lehiste & Peterson, 1961). Their dynamic quality makes them difficult to 22 

characterize, and their nature remains elusive to this day. As complained by Lass (1984:95), 23 

“If long vowels produce methodological headaches, diphthongs are a positive migraine.” 24 

Central to the theoretical uncertainty is whether diphthongs consist of two successive vowels 25 

(Lehiste & Peterson, 1961; Trager & Smith, 1951) or a single unitary vowel (Gay, 1968, 26 

1970). Both possibilities, however, have been explored based on evidence from acoustics, 27 

articulation and perception studies, as reviewed next. 28 

1.1 Evidence from acoustics and articulation of diphthongs 29 

One of the first observations is that the transcriptions of five English diphthongs (i.e., /aɪ/, 30 

/aʊ/, /ɔɪ/, /eɪ/, and /əʊ/) do not correspond well with their actual acoustic properties (Gay, 31 

1968; Holbrook & Fairbanks, 1962; Lehiste & Peterson, 1961; Potter & Peterson, 1948). For 32 

instance, although /aɪ/, /eɪ/, /ɔɪ/ are described as having the same ending sound, the final 33 

F2 of /eɪ/ is in fact slightly higher than that of /ɔɪ/ and /aɪ/ (Holbrook & Fairbanks, 1962). The 34 

initial formants of /aʊ/ and /aɪ/, on the other hand, are reported to be close to several 35 

monophthongs such as /ɒ/, /a/ and /æ/ (Holbrook & Fairbanks, 1962; Lehiste & Peterson, 36 

1961). Among the five diphthongs, /eɪ/ and /əʊ/ are sometimes categorized differently 37 

because they involve relatively short steady states of formants at their onsets, accompanied 38 

by limited formant movements  (Lehiste & Peterson, 1961). The durations of /eɪ/ and /əʊ/ 39 

are also shorter than those of /aɪ/, /eɪ/, and /ɔɪ/, regardless of speaking rates (Gay, 1968) or 40 

stress conditions (Gottfried et al., 1993). The inadequacy of gliding formants and the brief 41 

duration of /eɪ/ and /əʊ/ have led to their classification as having a single target, in opposition 42 

to /aɪ/, /eɪ/, and /ɔɪ/, which have double targets (Lehiste & Peterson, 1961). 43 

In contrast to Trager & Smith (1951)’s proposal of vowel combinations and Lehiste & 44 

Peterson (1961)’s grouping of single and dynamic targets, Gay (1968) investigated the 45 

acoustic properties of five American English diphthongs spoken at three speech rates (slow, 46 

moderate, and fast). The formant onset of the diphthongs was found to be rather consistent, 47 

with the exception of /ɔɪ/, where the F1 and F2 in the slow speech rate had different onset 48 
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frequencies compared to the moderate and fast conditions. When sufficient time was 49 

available, the F1 and F2 offset values became more extreme, while in fast speech, the final 50 

portion of the diphthong could be eliminated. Interestingly, the rate of F2 movement 51 

remained consistent across all three speaking rates. 52 

A more recent study by Tasko & Greilick (2010) on careful and conversational speech 53 

supports the findings of Gay (1968). Clear speech indeed led to an increase in duration and 54 

formant excursion, while F2 slopes were not significantly affected by speaking modes. 55 

Furthermore, the loudness of speech was not found to induce changes in the F2 slopes of 56 

diphthongs either (Tjaden & Wilding, 2004). The findings in diphthong articulation align well 57 

with the acoustics, indicating that the tongue kinematic traces did not show mode-related 58 

changes, except for the posterior part of the tongue, which exhibited higher movement 59 

speed in clear speech (Tasko & Greilick, 2010). X-ray data has shown that tongue flesh 60 

points underwent minimal changes across different speaking rates, with the tongue body, in 61 

particular, maintaining invariant velocity (Kent & Moll, 1972). These results largely accord 62 

with Thompson and Kim (2019), who investigated the tongue kinematics and acoustic 63 

measures of /aɪ/ and /eɪ/ spoken in conversational, clearer, and less clear speaking modes, 64 

confirming constant F2 slopes and a strong correlation between acoustics and articulation. 65 

This significant correlation was also reported in Dromey et al. (2013) that the tongue 66 

movements and formant transitions of diphthongs were highly correlated, despite some 67 

exceptions. 68 

The invariant F2 slope of diphthongs in speech production has been nevertheless contested 69 

in a number of studies. Weismer (1991) conducted an in-depth investigation into the formant 70 

trajectories of diphthongs, in which a native speaker was invited to record /aɪ/ at very fast, 71 

conversational, and very slow speech rates. The F1 and F2 transition of /aɪ/ of ‘buy’ within 72 

a carrier sentence ‘Buy Bobby a puppy’ were extracted. Contrary to previous findings of 73 

unfluctuating F2 movement, F2 slopes appeared to vary with vowel duration. It was reported 74 

that the relationship between the duration and the extent of transition was better fitted to a 75 

quadratic regression model rather than a linear one.  However, the documented F1 and F2 76 

values, in fact, included formant transitions towards the next vowel in the carrying sentence.  77 
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Weismer & Berry (2003) also recorded native speakers producing diphthong /ɔɪ/ in a graded 78 

speech task ranging from self-determined slowest to fastest speaking rate. Some speakers 79 

produced diphthongs as short or long steady-state vowels while maintaining a constant F2 80 

transition at the offset, while others showed no systematic effects on F2 slopes. A possible 81 

cause of the inconsistency may be the contextual influence arising from the sounds following 82 

the diphthongs, because the monosyllabic target words containing diphthong /ɔɪ/ were 83 

embedded in a carrier phrase ‘put a [target word] here’. The same experimental paradigm 84 

was used again by Tjaden & Weismer (1998) to study the speaking tempo induced F2 85 

changes and the measurements of F2 onset was taken when there was still contextual 86 

influence from the preceding vowels. Consequently, previous acoustic measurements of 87 

diphthongs may have been compromised due to the carrier sentences used in the recording 88 

procedure. 89 

Another piece of evidence challenging the hypothesis that diphthongs are single unitary 90 

targets (Gay, 1968, 1970) comes from Dolan & Mimori (1986), who investigated the formant 91 

profiles of diphthongs at normal, slow, and fast speech rates. They reported that increased 92 

tempo induced fast F2 transition rates. However, the finding is not directly comparable to 93 

previous studies as the glide components of diphthongs in this study were defined differently 94 

from the conventional approach. Instead of the turning point, the transition onset was 95 

selected based on a 15/20-Hz change over 10 ms. In addition, Wouters & Macon (2002) 96 

measured spectral transition based on the slopes of the first three formants (F1, F2 and F3) 97 

at distinctive speaking rates. Linear regression lines were fitted to the formant slopes and 98 

then the spectral changes were measured by the root mean-square errors of the fitted 99 

slopes. The spectral changes of diphthongs were found to be reduced in clear speech with 100 

prosodic prominence. However, this is likely due to the V-shaped F3 contours of diphthongs 101 

(Clermont, 1993). Taken together, the controversy over whether formant slopes remain 102 

invariant across speaking rates can be due to the distinctive measurements employed. 103 

Besides speaking rate, the dynamic nature of diphthongs can sometimes be probed in 104 

response to linguistic contexts, as the duration of diphthongs can be conditioned by lexical 105 

stress, accent, and sentence position (Wouters & Macon, 2002). The spectral rate of change 106 

was quantified by the root-mean-square of the slopes for the linear regression lines of F1, 107 
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F2 and F3. It was shown that stress, accent, word position and hyperarticulation can induce 108 

an increase of the spectral rate of change. What has also been widely studied is diphthongs 109 

with different timing before voiced and voiceless consonants. For instance, diphthong /aɪ/ in 110 

‘tied’ consists of a steady state formant followed by a transitional movement, but the one in 111 

‘tight’, being shorter in duration, lacks the initial steady state (Moreton, 2004; Thomas, 2000). 112 

These context-modulated durational differences triggered similar formant transition patterns 113 

as observed in lengthened or shortened utterances with varying speech rates.  114 

1.2 Evidence from perception of diphthongs 115 

The ongoing debate over the relevant acoustic and articulatory features of diphthongs is 116 

further complicated by conflicting observations regarding their perception. To investigate 117 

what makes diphthongs phonemically distinctive, Gay (1970) created acoustic continua of 118 

synthetic diphthongs with variable initial and terminating F2 and F3, along with interpolated 119 

formant movements. It was observed that the most prominent perceptual cue for listeners 120 

was the F2 movement of the diphthongs rather than the formant onset and offset, which 121 

suggests that even for /aɪ/, /eɪ/, and /ɔɪ/, their underlying targets are more likely to constitute 122 

the distinct phonetic entities (Gay, 1970). 123 

These results align with more recent studies indicating that the key to the perception of 124 

synthetic and natural diphthongs in noise or reverberation is the intensity of F2 transitions 125 

(Nábělek et al., 1996). Conversely, some studies suggest that the crucial feature in the 126 

identification of manipulated diphthongs is the endpoint rather than the transitional 127 

trajectories (Bladon, 1985). Also using synthetic diphthongs, Bond (1978, 1982) approached 128 

the question of diphthong identification with an emphasis on transition duration. It was found 129 

that long gliding movements ensured a perceptual inclination towards diphthongs, but when 130 

the steady-state portion was evident enough, a short formant shift was also adequate. This 131 

study similarly underscores the importance of formant transitions in diphthong identification 132 

and additionally suggests a potential interaction between the vowel onset and the duration 133 

of the glide. 134 
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Another line of studies sought to investigate the characteristic acoustic features of 135 

diphthongs within a speech corpus.  Gottfried et al. (1993) employed a classifier to 136 

statistically capture patterns of acoustic changes in diphthongs produced in /bVd/ and /hVd/ 137 

contexts, with varying speaking rates and stress locations. It has been found that 138 

classification accuracy was comparable whether F1/F2 onsets and slopes, or F1/F2 onsets 139 

and offsets were included. Lee et al. (2014) adopted a statistical approach to classify 140 

diphthongs produced by speakers of different age and gender. Fisher’s discriminant analysis 141 

showed that incorporating F1–F3 onset, offset and transition rates yielded the best 142 

classification results. Notably, there are methodological differences in how the acoustic 143 

landmarks for onsets and offsets were determined. In Gottfried et al. (1993), the landmark 144 

was manually determined when there were no significant spectral changes in the first or last 145 

15% of the segment, whereas Lee et al. (2014) used automatic segmentation to determine 146 

the onsets and offsets. Different from human perception experiments, more acoustic 147 

landmarks are always advantageous than a particular one for machine learning or statistical 148 

methods. It could be due to the fact that the large speech datasets used encompass 149 

variability in contexts, speakers, speaking rates, and other factors, dissimilar to well-150 

controlled laboratory speech. 151 

1.3 Evidence from modelling studies 152 

Previous simulation studies have sought to model the movements of English diphthongs 153 

using a critically damped mass-spring system within the Task Dynamics framework 154 

(Browman & Goldstein, 1989, 1986; Saltzman & Munhall, 1989). Hsieh (2017) introduced a 155 

gestural coupling model, demonstrating that diphthongs can be represented as two vocalic 156 

gestures: ongliding diphthongs involve in-phase coordination of overlapping gestures, 157 

whereas offgliding diphthongs require anti-phase coordination of sequential gestures with 158 

clear temporal separation. Similarly, Strycharczuk et al. (2024) employed a modified version 159 

of Task dynamics proposed by Sorensen & Gafos (2016), to simulate velocity profiles of 160 

Tongue Body Constriction Degree (TBCD) for diphthongs. Their model predicts distinct 161 

velocity peaks for diphthongs, corresponding to movements toward two articulatory targets, 162 

effectively illustrating how diphthongs can be modeled as gesture sequences with two 163 

targets. Collectively, these studies highlight the articulatory movements of diphthongs can 164 

be effectively captured using a two-gesture framework. 165 
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Meanwhile, Stone & Birkholz (2024) extended this research to model not only the articulation 166 

of German diphthongs but also their acoustic outcomes. Their simulation demonstrated that 167 

German primary diphthongs (/aɪ/, /aʊ/, /ɔʏ/) can be accurately synthesized using static vocal 168 

tract shapes derived from monophthongs in a 3D articulatory synthesizer, VocalTractLab. 169 

The synthetic diphthongs produced formant transitions that closely matched those of natural 170 

diphthongs, particularly for F1 and F2. Crucially, listeners reliably identified these 171 

synthesized diphthongs, confirming that their acoustic quality was sufficiently natural for 172 

speech perception. This study demonstrates that static targets of monophthongs can 173 

generate German diphthongs with natural formant profiles and high perceptual quality. The 174 

sufficiency of the two-target approach may be attributed to the more balanced temporal 175 

structure of German diphthongs, which emphasizes both the onset and offset steady states. 176 

This differs from English diphthongs, which are characterized by a long onset steady state 177 

and a short or absent offset steady state  (Peeters & Barry, 1989; Peeters, 1996). 178 

Overall, these three simulation studies (Hsieh, 2017; Stone & Birkholz, 2024; Strycharczuk 179 

et al., 2024) establish that a two-target approach can effectively model both the articulation 180 

and acoustics of diphthongs.  181 

1.4 Missing perspectives 182 

Significant questions remain, however, regarding the nature of the underlying targets of 183 

diphthongs. The accounts from previous studies all seem to share one assumption, namely, 184 

what is observed from acoustic analysis and perceptual experiments represents the 185 

underlying properties of the diphthongs directly. This assumption overlooks two critical 186 

aspects that we believe are of importance: (a) articulatory mechanisms, and (b) learnability. 187 

Articulatory mechanisms refer to how speech sounds are produced by speakers, which can 188 

significantly obscure the mapping between intended and observable speech forms. 189 

Learnability refers to whether a proposed/postulated property of a phonetic entity would 190 

allow a child or an adult learner to master its articulation, based on the premise that any 191 

persistent linguistic feature must be successfully learned by speakers.  192 

1.4.1   Articulatory mechanisms 193 

A number of articulatory mechanisms may significantly limit the production of diphthongs. 194 

The first is the well-established fact that any articulatory movement requires a substantial 195 
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amount of time. According to Tiffany (1980) and Kent et al. (1987), each segmental 196 

movement, on average, needs at least 74 ms. Meanwhile, Nelson et al. (1984) and Y. Xu & 197 

Prom-on (2019) report that a unidirectional formant movement would start to asymptote 198 

beyond 125 ms. Hence, when a two-vowel sequence lasts longer than 250 ms, it begins to 199 

show two distinct movements—one toward each vowel target—as illustrated in Fig. 1A.  200 

However, such two-step movements are rarely observed in previous studies. 201 

 The general lack of visible two-step movements may suggest an alternative, namely, an 202 

underlying articulatory target that is intrinsically dynamic, as illustrated in Fig. 1B. Such 203 

dynamic targets are suggested for contour tones like rising and falling tones in Mandarin (Y. 204 

Xu, 1997, 1998, 2001), and have been incorporated into the target approximation model for 205 

tone and intonation (Prom-on et al., 2009; Y. Xu & Wang, 2001). In this model, both static 206 

and dynamic targets can be represented by a simple linear equation, as illustrated in Fig. 1. 207 

A static target remains constant over time with a slope of zero (Fig. 1A), whereas a dynamic 208 

target has a non-zero slope, i.e., non-zero velocity (Fig. 1B). To articulate such a target, the 209 

resulting articulatory and acoustic trajectories would show a relatively constant final velocity 210 

that reflects that slope, as depicted in Fig. 1B, unless the articulation is given insufficient 211 

time to approach the target, as depicted in Fig. 1C. Cases of constant final velocities have 212 

been observed in both diphthongs (Gay, 1968) and contour tones (Y. Xu, 1998, 2001) in 213 

formant and fo trajectories, while the variable final velocities reported in Weismer (1991) and 214 

Tjaden & Weismer (1998) likely reflect conditions similar to those illustrated in Fig. 1C. Note 215 

also that the dip in the middle of the trajectory in Fig. 1B arises because the approximation 216 

of a dynamic target follows a time course of tracking the underlying linear trajectory of the 217 

target. This dip occurs as articulation approaches the initial portion of the dynamic target, 218 

which is lower than its endpoint.  219 
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     220 

Figure 1: A schematic illustration of the asymptotic approximation of two types of 221 

targets resulting in identical surface articulatory trajectories. The solid lines represent 222 

surface articulatory contours, while the dotted lines depict the underlying linear targets 223 

driving the movement towards the targets. In (A), the vertical line divides the temporal 224 

domains of the two static targets. Graphics were generated by quantitative target 225 

approximation (qTA) (Prom-on et al., 2009; Y. Xu & Wang, 2001) Demo: 226 

https://www.homepages.ucl.ac.uk/~uclyyix/tools.html 227 

Another articulatory mechanism is syllable formation based on the coproduction of 228 

consonant and vowel at the syllable onset whereby consonant and vowel cooccur at the 229 

onset of the syllable (Bell-Berti & Harris, 1981; Fowler, 1980). It was later proposed that this 230 

involves full synchrony of consonant and vowel (Liu et al., 2022; Y. Xu, 2024),  as illustrated 231 

in Fig. 2, which has now received empirical support (Liu et al., 2022; A. Xu et al., 2019, 232 

2024). This means that the initial opening movement of the vowel or diphthong and the 233 

closing movement of the consonant would be fully overlapped with each other. As a result, 234 

the initial vowel movements are usually unobserved, because of the interruption of formants 235 

induced by the articulatory closure of the consonant. Existing literature tends to focus on the 236 

voicing period of diphthongs, while the initial movements have been largely neglected. 237 

A. Two static targets (H1) B. One dynamic target (H2)   C. One dynamic target at 
fast speech rate 
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Figure 2: Synchronization model of the syllable. The dashed lines represent target 

approximation movements toward specific targets (Adapted from Y. Xu & Liu, 2006). 

1.4.2   Learnability 238 

Learnability is about whether the proposed properties of a phonetic segment would allow a 239 

young child or a second language learner to learn to produce it. This is relevant because if 240 

not learnable, the property cannot persist across generations or appear in the language in 241 

the first place. Learnability may be closely related to articulatory constraints. For example, 242 

a proposed property apparently should not require learners to exceed their maximum speed 243 

of articulation, e.g., greater than 13.5 segments/s (Tiffany, 1980). Since 125 ms is needed 244 

for a target approximation movement to asymptote (Nelson et al., 1984; Y. Xu & Prom-on, 245 

2019), would it imply that at least 250 ms is needed for a two-vowel-based diphthong? Also, 246 

given that the initial portion of vowel target approximation is often obscured by the initial 247 

consonant, would the first vowel in a two-vowel-based diphthong be too challenging for 248 

language learners to observe? 249 

To address these questions, computational simulations are needed, as behavioral studies 250 

alone cannot uncover the underlying learning mechanisms. Furthermore, although previous 251 

articulatory modeling of English diphthongs has been effective (Hsieh, 2017; Strycharczuk 252 

et al., 2024), it has not tackled the more challenging question of how diphthongs are learned 253 

in speech production. In recent research, we have developed a method that can successfully 254 

simulate vocal learning of monosyllabic English words by training a 3D articulatory 255 

synthesizer with an automatic speech recognizer (van Niekerk et al., 2023; A. Xu et al., 256 

2024). These studies show that learning guided by a speech recognizer is far superior to 257 

learning via direct acoustic imitation. This suggests that vocal learning is ultimately about 258 

discovering articulatory targets that can generate acoustic patterns that can be perceived 259 
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as the intended phonetic categories. Consequently, the learnability of diphthongs would be 260 

about whether the postulated properties would allow the learners to discover the articulatory 261 

targets that can generate acoustic patterns identifiable as the intended diphthongs by both 262 

simulated and real human listeners. 263 

1.5 Current study 264 

In the current study, therefore, we aim to explore the nature of English diphthongs by using 265 

computational simulation of vocal learning to examine two hypotheses regarding the 266 

underlying articulatory targets for diphthongs: (H1) two consecutive static targets and (H2) 267 

a unitary dynamic target, as illustrated in Fig. 1. The plausibility of the two hypotheses will 268 

be assessed based on a simulated learning paradigm.  269 

In this paradigm, an articulatory synthesizer will be trained with a 3D vocal tract model to 270 

learn American English words containing offglide diphthongs (i.e., /aɪ/, /aʊ/, /ɔɪ/, /eɪ/, and 271 

/əʊ/), following the simulation paradigm in Krug et al. (2023), Prom-On et al. (2014), van 272 

Niekerk et al. (2023) and A. Xu et al. (2019, 2024). The learning process is guided by a 273 

syllable-based phoneme recognizer pre-trained with a deep learning model. At the end of 274 

the simulated learning, the words containing the diphthongs will be synthesized using the 275 

learned articulatory targets with varying durations to verify their generalizability across 276 

different speaking rates. The performance of the two types of articulatory targets will be 277 

evaluated based on the following: 278 

1) Intelligibility of the synthesized speech in a listening experiment. 279 

2) Plausibility of the learned articulatory kinematics. 280 

3) Generalizability of the learned articulatory targets at different speech tempos. 281 

2 Method 282 

2.1 Speech materials 283 

Five diphthongs, /aɪ, eɪ, əʊ, aʊ, ɔɪ/, were embedded in real English words with bilabial onset 284 

consonants, as listed in Table 1. Using these minimal pairs of real English words ensures 285 

that perception experiments can be conducted naturally by native speakers. Since the two 286 

target words for "bow" are homographs, hints were included to distinguish them, as indicated 287 

in brackets. These same hints were also provided to participants during the listening 288 

experiment. 289 
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Table 1: Target English words with diphthongs in the simulation. 290 

Diphthongs /bV/ 
aɪ buy  

eɪ bay 

əʊ bow (and arrows) 

aʊ (to) bow 

ɔɪ boy 

 291 

2.2 Learning framework 292 

We trained a 3D vocal tract model to find optimal articulatory targets for the five English 293 

diphthongs using a perception-guided learning paradigm, as shown in Fig. 3. This framework 294 

includes both a production and a perception system. Initially, the model explored a set of 295 

articulatory targets (Fig. 3A), with kinematic trajectories based on assumptions of either two 296 

static targets or one dynamic target (Fig. 3B). These time-varying vocal tract shapes were 297 

then converted into cross-sectional area functions to obtain the synthesized speech signals 298 

based on acoustic simulation (Fig. 3C). In each learning cycle, the synthetic speech was 299 

assessed by the perception system (Fig. 3D) to iteratively search for optimal articulatory 300 

targets with minimal perceptual errors. Detailed explanations of each model component will 301 

follow in subsequent sections. 302 



 

 

13 

 303 

Figure 3: Overview of the learning process. 304 

2.3 Vocal tract model (Fig. 3A) 305 

The articulatory synthesizer, VocalTractLab 2.3 (www.vocaltractlab.de), used in the 306 

simulation (Fig. 3A) is based on a geometrical 3D vocal tract model, adapted to MRI data 307 

of a German male speaker for the anatomical locations of the articulators. This 308 

synthesizer performs one-dimensional aerodynamic-acoustic simulations based on 309 

cross-sectional area functions. Table 2 presents sixteen vocal tract parameters used to 310 

model the movements of joint muscle forces, all of which were optimized simultaneously 311 

during the simulation. Laryngeal articulation control involved setting the vocal folds to be 312 

fully adducted with moderate tension for the diphthong targets, while parameters such as 313 

the distance between vocal cords, glottis rest area, and relative amplitude for consonant 314 

http://www.vocaltractlab.de/
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targets were free parameters. The fundamental frequency (f0) target of the CV sequence 315 

was set to have a falling intonation. 316 

Table 2: Vocal tract parameters involved in the simulation. 317 

Parameter Description 
HX, HY Horiz. and vert. hyoid positions  

JX, JA Horiz. jaw position and jaw angle 

LP, LD Lip protrusion and vert. lip distance 

TTX, TTY Horiz. and vert. tongue tip positions 

TBX, TBY Horiz. and vert. tongue blade positions 

TCX, TCY Horiz. and vert. tongue body center positions 

VS Velum shape 

2.4 Articulatory dynamics (Fig. 3B) 318 

We used a quantitative target approximation (qTA) model to control the movements of the 319 

vocal tract parameters in Table 2 (Prom-on et al., 2009; Y. Xu & Wang, 2001). It provides a 320 

mathematical framework for simulating the dynamic process of articulatory movements by 321 

describing how articulatory targets are approached during speech production. In this model, 322 

each articulatory target is defined by three parameters—position, slope and strength.  323 

• Target position: The desired spatial configuration of the articulators. 324 

• Target slope: The rate of change in target position over time. 325 

o Static Targets (Fig. 1A): When the slope is zero, the target remains constant 326 

over time. The articulators move smoothly toward a fixed position, typical for 327 

steady-state sounds. 328 

o Dynamic Targets (Fig. 1B): When the slope is non-zero, the target shifts 329 

linearly over time. This dynamic behavior models changing articulatory states, 330 

analogous to rising or falling tonal and intonational contours (see Y. Xu & 331 

Wang, 2001 for evidence and justifications). 332 

• Target strength: The rate at which articulatory movements progress toward the target, 333 

regardless of whether it is static or dynamic. 334 
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As shown in Fig. 3B, similar articulatory curves of the diphthongs can result from either two 335 

static targets or one dynamic target. For implementing H1, the two static targets had a slope 336 

of zero, which required the optimization of the positions of the sixteen vocal tract parameters, 337 

along with the strength (1-dimensional). Additionally, since the duration proportion of the two 338 

static targets was underspecified, the duration of each static target was also trained during 339 

optimization. For H2, the single dynamic target required the optimization of both the position 340 

(16-dimensional), the slope (16-dimensional) and the strength (1-dimensional) of each 341 

articulatory target. 342 

Alongside the vowel targets, a consonant target of voiced bilabial stops was optimized 343 

concurrently with the diphthong targets. During training, the total duration of the two static 344 

targets and the duration of the single dynamic target were set to be identical. Even though 345 

there are durational differences between different types of diphthongs (Gay, 1968), we 346 

adopted the same duration to ensure that the listeners cannot make use of the temporal 347 

cues for identification. The duration of the entire CV syllable is 400 ms, with a voicing 348 

duration of approximately 250-300 ms1. The actual period of the consonant closure depends 349 

on the target position and target strength. As a consequence, the learned utterances may 350 

exhibit varying voicing durations after optimization.  351 

In order to generate coarticulated CV sequences, the temporal and spatial movements of 352 

the consonant and the diphthong were simulated by synchronized dimension-specific 353 

sequential target approximation— a coarticulation model (Liu et al., 2022; A. Xu et al., 2019, 354 

2024; Y. Xu, 2024). In this framework, consonant and diphthong articulations are fully 355 

synchronized at syllable onset. Despite the consonant-to-vowel (CV) overlap, for the 356 

articulator dimensions that are shared by both the consonant and vowel (Horizontal jaw 357 

position[JX], jaw angle [JA] and lip distance [LD] in this study), the execution of the 358 

articulatory targets proceeds sequentially. As illustrated in Fig. 4, at the onset of a 359 

consonant-vowel (CV) syllable with a bilabial stop, the consonant target (dashed lines) 360 

 
1 It was also reported that the duration of /ɔɪ/ was longer than the other four diphthongs (Gay, 1968). Specifically, 'boy' had 

a mean duration ranging from 274 to 452 ms (Weismer & Berry, 2003), while 'buy' had a mean duration of approximately 
250 ms at a conversational speaking rate (Weismer, 1991). For our study, we chose to use a duration of 250-300 ms, 

which is suitable for all diphthongs. 
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controls the movement of JA, JX and LD, while the vowel target (solid lines) governs the 361 

movement of the rest of the articulatory dimensions, such as the horizontal and vertical 362 

tongue tip positions (TTX & TTY). When the interval of the consonant target is over, JX, JA 363 

and LD start moving towards the vowel target. We further implemented an oral constriction 364 

constraint to make sure that the lips are closed during the consonant target.  365 

 366 

Figure 4: Illustration of the coarticulation model in the case of bilabial stop-vowel sequences. 367 

Dashed lines represent the articulatory trajectories of the consonant target and solid lines 368 

represent the articulatory trajectories of the vowel target. 369 

2.5 Automatic phoneme recognizer (Fig. 3D) 370 

We employed a deep learning-based speech recognition system (A. Xu et al., 2024) to guide 371 

the optimization process, which outputs the recognition rate of each target syllable in terms 372 

of an evaluation of the probability of each phoneme in a given speech sequence. The speech 373 

data used for training is sourced from the LibriSpeech corpus (Panayotov et al., 2015), 374 

comprising recordings of audiobooks by adult male and female speakers of various ages. 375 

We extracted 11 onset consonants (/b/, /d/, /g/, /p/, /t/, /k/, /y/, /w/, /n/, /m/, and /l/), 12 vowels, 376 

and 5 stressed diphthongs (/aɪ/, /aʊ/, /eɪ/, /oʊ/, /ɔɪ/), along with 6 coda consonants (/b/, /d/, 377 

/g/, /n/, /m/, and /ŋ/) from continuous speech in the corpus. The dataset includes speech 378 

samples of different syllable types, encompassing 17 vowels, 187 CV syllables, and 1122 379 

CVC words. For training, validation, and testing purposes, the dataset is partitioned into sets 380 

containing 116.7, 14.4, and 15 hours of speech, respectively. 381 
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During pre-processing, we applied pre-emphasis with a coefficient of 0.97 and computed 382 

the log Mel spectrogram using a 25-ms Hamming window with a 5-ms overlap and 26 Mel 383 

filters. The input to the deep-learning model consists of log Mel spectrograms with a length 384 

of 200 frames (spanning 1 second). The model comprises 8 convolutional layers (Conv) for 385 

spectral processing, 6 long short-term memory (LSTM) layers for temporal processing, and 386 

3 dense layers (Dense) for learning the phoneme classification. The model outputs a 34-387 

dimensional vector which represents the  probability of each phoneme in the syllable. The 388 

vector was then used to estimate the phoneme accuracy of the consonant and the vowel in 389 

the CV syllables generated by the vocal tract model. 390 

We initially trained a speech recognition model specifically for diphthongs, using only 391 

American English words containing diphthongs. However, this approach proved 392 

unsuccessful, as the recognizer struggled to effectively train diphthongs. In both the two 393 

static targets and one dynamic target scenarios, the spectrograms of the learned diphthongs 394 

showed limited formant movements, resulting in very low intelligibility. Consequently, we 395 

opted to train the speech recognizer on all onset consonants and vowels in English. This 396 

broader approach enabled processing of the contrasting phonological differences in 397 

complex contexts. 398 

2.6 Optimization algorithm 399 

To simulate the learning of the articulatory parameters, we employed simulated annealing 400 

(Kirkpatrick et al., 1983) to optimize both vocal tract and glottis parameters through trial and 401 

error. This stochastic algorithm finds optimal solutions by gradually reducing the temperature 402 

which controls the acceptance rate for candidate targets, and refining the target search 403 

criteria from coarse to fine. Simulated annealing is well-suited for optimizing models with 404 

numerous degrees of freedom, such as speech production. To stabilize the learning 405 

outcomes, we implemented simulated annealing in two stages, illustrated in Fig. 5. Initially, 406 

the process began with a neutral position (schwa), followed by random adjustments of vocal 407 

tract parameters. We ran 10 processes in parallel for each target word, each comprising 408 

2000 iterations. Subsequently, the articulatory target with the lowest recognition error from 409 

each of these 10 processes was selected for further, more localized optimization. In the 410 

second stage, these selected sets of articulatory targets were explored by the 10 processes, 411 
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each undergoing 1000 iterations of random adjustments. We then refined the top 10 412 

articulatory targets through an additional 1000 iterations of fine-tuning. 413 

 414 

Figure 5: Optimization processes in two steps 415 

2.7 Listening experiment 416 

The purpose of the listening experiment is to evaluate the learnability of underlying 417 

articulatory targets. Successful acquisition is demonstrated when listeners can accurately 418 

identify the learned synthetic words containing the intended diphthongs. The speech 419 

materials used in the listening experiments included the English words learned by the vocal 420 

tract model, as well as regenerated words with shorter or longer durations. After optimization, 421 

we selected five items with the lowest recognition errors for both the static and dynamic 422 

articulatory targets. In addition to the original duration of 400ms, we synthesized the target 423 

words with longer durations (450ms and 500ms) and shorter durations (350ms and 300ms) 424 

to examine generalizability across speaking rates. For the static targets, we proportionally 425 

increased or decreased the learned duration of the two static targets while maintaining the 426 

duration ratio and articulatory parameters. For the dynamic targets, we only adjusted the 427 

duration of the syllable to match the new duration. In total, 250 stimuli were evaluated in the 428 

listening experiment. 429 
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The listeners were 20 native American English speakers (12 male; mean age: 36) recruited 430 

and screened via Prolific1. The stimuli were randomized and presented to the participants 431 

using Gorilla2 . Before the experiment, participants completed a brief questionnaire on 432 

demographic and language background. Listeners were instructed to conduct the 433 

experiment on a computer in a quiet environment wearing headphones. A headphone 434 

screening (Woods et al., 2017) was administered, followed by five practice trials. During the 435 

experiment, participants were asked to listen to each audio clip carefully, up to five times, 436 

and select the word from the five options. The experiment lasted approximately 20 minutes. 437 

2.8 Statistical analysis 438 

In order to compare the modeling performance of the two types of articulatory targets, we 439 

analyzed the perceptual accuracy and reaction time of the synthetic diphthongs in the 440 

listening experiment. We used generalized linear mixed models (GLMMs) to analyze 441 

whether the listeners correctly identified the target diphthongs, treated as a binary variable 442 

(TRUE or FALSE). The target type (dynamic and static), diphthong type (/aʊ/, /eɪ/, /əʊ/, /ɔɪ/, 443 

and /aɪ/), and duration (300ms, 350ms, 400ms, 450ms, and 500ms) were treated as 444 

categorical predictors. Starting with a simple model with the participant as a random 445 

intercept, we iteratively added all main effects and interactions of the fixed effects if they 446 

significantly improved the model fit, as judged by likelihood ratio tests. We used the same 447 

principle to construct a model for reaction time, which was included as a continuous variable. 448 

A series of post-hoc comparisons were conducted to examine if different levels within the 449 

significant fixed effects and interaction effects differed from each other. Tukey corrections 450 

were applied when comparing multiple estimates within a factor. The analysis was 451 

performed in R (R Core Team, 2024) using package lme4’ for GLMMs (Bates et al., 2015) 452 

and emmeans (Searle et al., 1980) for post-hoc comparisons. A demonstration video, stimuli 453 

used in the perception experiment and the codes used for computational modeling and 454 

statistical analyzes can be found in https://gitlab.com/Anqi_Xu/dynamic_diphthongs. 455 

 
1 www.prolific.com 
2 gorilla.sc 
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3 Results 456 

3.1 Acoustic and articulatory analysis  457 

We will first report the acoustic characteristics and the articulatory dynamics of the learned 458 

diphthongs synthesized by a single dynamic target and two static targets. We used the 459 

diphthongs with the lowest recognition error for each target word as examples, as illustrated 460 

in Fig. 6-8. In the spectrograms, it can be observed that the formants of /baʊ/, /beɪ/, and 461 

/bɔɪ/ based on a single dynamic target exhibit more transitional changes compared to those 462 

based on two static targets. Both /bəʊ/ and /baɪ/, regardless of the underlying target type, 463 

show deficiencies in formant movements. Nevertheless, articulations synthesized using a 464 

single dynamic target exhibited greater variation in the shape of active articulators compared 465 

to those synthesized with two static targets. 466 

Fig. 6 also illustrates the articulatory dynamics of the learned vocal tract shapes. The first 467 

and second graphs in each row show the starting and ending vocal tract shapes of the CV 468 

syllables containing diphthongs. For example, in the case of /aʊ/, the terminating tongue 469 

shapes are alike in both conditions, but the initial tongue positions differ remarkably, with 470 

the dynamic target showing more backward movement. For the diphthong /eɪ/, the initial 471 

tongue configuration resembles that of a mid vowel, while the terminal positions are elevated 472 

in both conditions. However, the magnitude of tongue body height change is greater for the 473 

dynamic target. Both dynamic and static targets involve minimal tongue movement for /əʊ/. 474 

For /ɔɪ/, the tongue shapes are retracted at the beginning in both conditions, but the dynamic 475 

target ends at a higher and more forward position. Finally, for /aɪ/, in both static and dynamic 476 

targets, the tongue rises to the roof of the mouth or the alveolar ridge. However, the initial 477 

tongue position for /aɪ/ synthesized by the dynamic target is not as low as the one based on 478 

the two static targets. 479 

Overall, the learned articulatory targets, both static and dynamic, exhibited starting and 480 

ending vocal tract shapes that resembled two different vowels. For the diphthongs /eɪ/ and 481 

/ɔɪ/, dynamic targets resulted in slightly greater changes in vocal tract shape compared to 482 

static targets. However, for /aɪ/, static targets led to greater articulatory movement. In 483 

contrast, the learned articulatory targets for /aʊ/ and /əʊ/ exhibited minimal movement in 484 

both conditions. 485 
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 490 

 491 
Figure 6: Learned diphthongs with the lowest recognition error by one dynamic target (left) 492 

or two static targets (right). For each diphthong, the upper panels show spectrograms and 493 

waveforms and the lower panels show vocal tract shapes at the beginning and the end of 494 

the speech utterances. The dotted line shows the lateral tongue positions. 495 

We further analyzed simulated articulatory trajectories for diphthongs synthesized using 496 

either a single dynamic target or two static targets. The articulatory movements of sixteen 497 

vocal tract parameters are detailed in Appendix Figure A. The trajectories of /eɪ/ and /ɔɪ/ 498 

synthesized with a dynamic target exhibited substantial changes across all dimensions, 499 

whereas those of /eɪ/ synthesized with static targets showed considerably less variation, 500 

consistent with the vocal tract shapes illustrated in Fig. 6. 501 

We also compared the horizontal and vertical tongue body positions, which are crucial for 502 

determining vowel qualities (Blackwood Ximenes et al., 2017). Fig. 7 presents the simulated 503 

articulatory trajectories of five diphthongs synthesized with either a single dynamic target or 504 

two static targets. The articulatory trajectories show that dynamic targets generally produce 505 

more continuous and fluid articulatory movements, whereas static targets result in flatter 506 



 

 

23 

trajectories, indicating less movement. Notably, for /eɪ/, the dynamic trajectories exhibit a 507 

larger shift in both horizontal and vertical dimensions. In contrast, the static targets tend to 508 

maintain a relatively stable tongue position, particularly evident in /eɪ/ and /əʊ/, where 509 

minimal movement is observed. These findings suggest that dynamic targets better capture 510 

the natural kinematics of diphthong production compared to static targets. 511 

 512 

 513 

Figure 7: Simulated articulatory trajectories of five diphthongs synthesized using either a 514 

single dynamic target or two static targets. (A) shows the trajectories of the horizontal tongue 515 

body position, while (B) presents the vertical tongue body position. 516 

Fig. 8 presents the velocity profiles of the articulatory movements shown in Fig. 7. In both 517 

the horizontal (A) and vertical (B) tongue body velocity trajectories, the dynamic targets 518 

exhibit smoother and more continuous velocity changes, whereas the static targets produce 519 

abrupt shifts characterized by discrete peaks and plateaus. Especially /aʊ/ and /ɔɪ/, the 520 
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dynamic targets result in a more fluid and sustained velocity pattern, whereas the static 521 

targets generate sharp velocity peaks followed by sudden deceleration. These suggest that 522 

the dynamic targets facilitate more natural and coordinated tongue movements, while the 523 

static targets impose more abrupt transitions between articulatory states. 524 

 525 

 526 
Figure 8: Simulated velocity trajectories of five diphthongs synthesized using either a single 527 

dynamic target or two static targets. (A) shows the velocity of the horizontal tongue body 528 

position, while (B) presents the velocity of the vertical tongue body position. 529 

3.2 Intelligibility analysis  530 

The identification rates of the learned diphthongs across target words are shown in Fig. 9. 531 

The average accuracy was 64.92% for diphthongs synthesized with one dynamic target and 532 

34.36% for two static targets, respectively. The single dynamic target yielded diphthongs 533 

that were significantly more intelligible than those synthesized with two static targets except 534 



 

 

25 

for /aɪ/. GLMM showed that the main effect of target type was significant (Χ² = 493.37, df = 535 

1, p < .001). So, the dynamic target was more advantageous than the static targets during 536 

the modeling of diphthongs. We also found that the diphthong type had a significant effect 537 

on perceptual accuracy (Χ² = 104.93, df = 4,  p < .001). The accuracy was highest for /eɪ/ 538 

and /ɔɪ/, and the difference between the two was not significant (p = .021). Besides, /əʊ/ and 539 

/aɪ/ did not differ significantly in terms of the accuracy (p = .670). /aʊ/ had similar perceptual 540 

accuracy to /əʊ/ (p = .088) and /aɪ/ (p = .785). The difference between the rest of the 541 

diphthong pairs was all significant (p < .001). The interaction between target type and 542 

diphthong type was significant as well (Χ² = 941.22, df = 4, p < .001).  /eɪ/, /əʊ/, /aʊ/ and /ɔɪ/ 543 

with a dynamic target had fairly high accuracy than the ones with two static targets (p < .001). 544 

In contract, the two static targets had the higher accuracy than the single dynamic target for 545 

/aɪ/ (p < .001). 546 

 547 
Figure 9: By-subject identification accuracy of words with different diphthongs modeled 548 

with two static targets or one dynamic target. The numbers show the mean perceptual 549 

accuracy under the two conditions. 550 

To examine whether the learned articulatory targets can be generalized to varying speaking 551 

rates, we reused the learned static or dynamic targets to synthesize new speech utterances 552 

with different durations. The identification accuracy of the diphthongs with different duration 553 

is shown in Fig. 10. Regardless of syllable duration, the synthetic diphthongs based on a 554 
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single dynamic target performed better than the ones with two static targets. The statistical 555 

analysis also confirmed that the main effect of duration was not significant (Χ² = 1.803, df = 556 

4,  p = .772). Furthermore, both the interaction between duration and target type (Χ² = 2.914, 557 

df = 8, p = 0.940) and the interaction between duration and diphthong type (Χ² = 13.923, df 558 

= 20, p = 0.834) were non-significant. Likewise, the three-way interaction between duration, 559 

target type and diphthong type was non-significant (Χ² = 35.509, df = 40, p = 0.673).  560 

 561 
Figure 10: By-subject identification accuracy of words with diphthongs modeled with one 562 

dynamic target and two static targets across different syllable durations. 400ms was the 563 

original syllable duration and the rest of the speech utterances were synthesized using the 564 

learned articulatory targets. The numbers show the mean perceptual accuracy under the 565 

two learning conditions. 566 

A confusion matrix of the listening experiment is shown in Fig. 11. With dynamic targets, /eɪ/ 567 

and /ɔɪ/ were nearly always correctly identified. /aʊ/ was sometimes mistaken as /əʊ/; and 568 

/əʊ/ was heard as /eɪ/ or /aʊ/. Nearly half of /aɪ/ were judged as /eɪ/ by the native listeners, 569 

while only 29% of /aɪ/ was correctly identified. In contract, more than half of /aɪ/ synthesized 570 

with two static targets was regarded as the correct diphthong. /aʊ/ was often mistaken as all 571 

the rest of the diphthongs. Participants tended to judge /eɪ/ as /əʊ/ and /aʊ/, while /əʊ/ was 572 

sometimes heard as /eɪ/. Most of /ɔɪ/ was identified as /aʊ/ and few of them was regarded 573 

as /aɪ/ or /aʊ/. 574 
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 575 
Figure 11: Confusion matrix of synthetic words with diphthongs distinguished by native 576 

listeners (A: one dynamic target; B: two static targets). The numbers indicate the percentage 577 

of correctly identified diphthongs. Darker colors indicate higher identification accuracy.  578 

3.3 Reaction time analysis  579 

In addition, we analyzed the reaction time of the listeners while judging the synthetic speech. 580 

The reaction time of each target diphthong synthesized either by a single dynamic target or 581 

two static targets is shown in Fig. 12.  The participants spent less time judging the synthetic 582 

diphthongs based on a single dynamic target than the ones with two static targets. The 583 

statistical analysis confirmed that the main effect of target type was significant (Χ² = 86.384, 584 

df = 1, p < .001). We also found that the listeners spent different time identifying different 585 

types of diphthongs (Χ² = 14.045, df = 4, p = .007). The diphthong pairs having significant 586 

differences were the same as the ones that were statistically different in terms of perceptual 587 

accuracy. The participants needed more time to identify /aʊ/ than /eɪ/ (p = .023). The reaction 588 

time of /eɪ/ was also significantly shorter than /ɔɪ/ (p = .041). The difference between the 589 

rest of the diphthong pairs was all non-significant (p > .050). As shown in Fig. 12, the reaction 590 

time of static or dynamic targets was variable across the five diphthongs. The statistical 591 

analysis suggested that interaction between target type and diphthong type was significant 592 

(Χ² = 40.628, df = 4, p < .001). The listeners spent around the same time on identifying /aʊ/ 593 

(p = .147) and /əʊ/ (p = .065) synthesized by two static targets or one dynamic target. In 594 

contrast, for words containing /ɔɪ/ (p < .001), /eɪ/ (p < .001), and /aɪ/ (p = .010), the 595 

participants responded faster when judging the diphthongs synthesized by dynamic target.  596 
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 597 
Figure 12: Reaction time of words with different diphthongs modeled with two static targets 598 

or one dynamic target. The numbers show the mean perceptual reaction time of each 599 

listening trial under the two conditions. 600 

Again, across all the duration modulations, not only did the diphthongs with the dynamic 601 

target had shorter reaction time than those with two static targets for the original duration, 602 

but also for the longer and shorter durations. Fig. 13 shows the distribution of reaction time 603 

of participants while distinguishing synthetic diphthongs with and without durational changes.  604 

The statistical analysis showed that duration of the diphthong did not seem to affect the 605 

reaction time (Χ² = 1.334, df = 4, p = .856). Neither the interaction between duration and 606 

target type (Χ² = 3.808, df = 8, p = .874), nor the interaction between duration and diphthong 607 

type (Χ² = 12.235, df = 20, p = .908) was significant. Likewise, the three-way interaction 608 

between duration, diphthong type and target type was non-significant (Χ² = 33.112, df = 40, 609 

p = .772). To mitigate potential variability introduced by the equipment participants used, we 610 

applied a z-score transformation to each participant’s data. However, this transformation did 611 

not alter the overall pattern. Additional analyses are provided in the Appendix. 612 
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 613 
Figure 13: Reaction time of words with diphthongs modeled with two static targets or one 614 

dynamic target across different syllable duration. 400ms was the original syllable duration 615 

and the rest of the speech utterances were synthesized using the learned articulatory targets 616 

(shortened durations: 300ms and 350ms; lengthened durations: 450ms and 500ms). The 617 

numbers show the mean perceptual reaction time of each listening trial under the two 618 

conditions. 619 

4 Discussion 620 

We adopted a novel approach to investigate the nature of diphthongs by evaluating their 621 

learnability through computational simulations of vocal learning. With this method, we tested 622 

two hypotheses: diphthongs are articulated either with a single dynamic target or with two 623 

static targets. A vocal tract model was trained to learn English diphthongs embedded in real 624 

words, guided by a speech recognizer. The results show that unitary dynamic targets 625 

produced on average more intelligible speech with more plausible articulatory and acoustic 626 

characteristics compared to consecutive static targets, except for /aɪ/. Furthermore, when 627 

durations were used to synthesize the words with the learned articulatory parameters, the 628 

dynamic targets demonstrated consistent superiority and quicker reaction times. The 629 

simulation results suggest that dynamic targets are more easily acquired by learners, 630 

thereby providing tentative support for the hypothesis that English diphthongs are produced 631 

with unitary dynamic articulatory targets. 632 
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When analyzing the samples of the learned speech, we observed that diphthongs 633 

synthesized by dynamic targets exhibited greater modulation of formants in the 634 

spectrograms, with the exception of /aɪ/ (Fig. 6). The acoustic patterns largely correspond 635 

to the marked articulatory dynamics associated with dynamic targets. Clear gliding formants 636 

and articulatory movements were evident in /eɪ/ and /ɔɪ/ for the dynamic-target versions of 637 

the learned syllables, but not for the static-target versions. Additionally, for /əʊ/ synthesized 638 

under both conditions, we noted marginal formant movements and minimal changes in the 639 

shape of the vocal tracts, supporting previous observations by Gay (1968) and Lehiste & 640 

Peterson (1961). These results align with previous findings that acoustics and articulation 641 

are highly correlated in the production of diphthongs (Dromey et al., 2013). Furthermore, the 642 

perceptual accuracy and shorter reaction time in the listening experiment confirm that a 643 

single dynamic target is more plausible than two static targets, with only the exception of 644 

/aɪ/. Furthermore, the results also show that the diphthongs learned with single dynamic 645 

targets had better generalizability than those learned with two static targets. Under five 646 

durational conditions (300ms, 350ms, 400ms, 450ms, and 500ms), the single dynamic 647 

target exhibited higher overall intelligibility and shorter reaction times compared to the two 648 

static targets. This is consistent with the unvarying formant slopes observed by Gay (1968, 649 

1970); Kent & Moll (1972) and Tasko & Greilick (2010). 650 

The earliest theoretical account of diphthongs as single-unit phonemes was based on the 651 

observation that formant transitions remain relatively stable across varying speech rates 652 

(Gay, 1968). However, subsequent research revealed that the spectral rate of change can 653 

vary with linguistic prominence (Wouters & Macon, 2002), indicating that two successive 654 

vowel targets can also produce transitions that appear relatively consistent. In response to 655 

these mixed findings, several studies have employed computational simulations to model 656 

diphthong production, either through articulatory approaches (Hsieh, 2017; Strycharczuk et 657 

al., 2024) or acoustic approaches (Stone & Birkholz, 2024). Yet it remains unclear whether 658 

the specific underlying targets proposed by these models are successfully acquired by 659 

language learners. The present study addresses this issue from a learnability perspective—660 

namely, how vocal learners develop the skill to produce intelligible diphthongs. This 661 

approach rests on the assumption that only phonetic properties which are learnable can be 662 



 

 

31 

maintained in a language, since unlearnable properties cannot be transmitted across 663 

generations. 664 

We tested this learnability hypothesis using a recently developed vocal learning modeling 665 

paradigm (Krug et al., 2023; van Niekerk et al., 2023; A. Xu et al., 2024). This paradigm 666 

integrates a state-of-the-art articulatory synthesizer, which incorporates a target 667 

approximation model and consonant–vowel (CV) co-production dynamics to simulate 668 

production, with a deep-learning-based speech recognizer to provide perceptual training 669 

guidance. Through this integrated approach, we can systematically examine hypotheses 670 

with realistic speech input and output, and investigate complex interactions between 671 

production and perception—factors that are difficult to isolate or observe in behavioral 672 

studies. Our findings demonstrate that unitary dynamic targets enable the simulated learning 673 

of English diphthongs, thereby supporting the single-phoneme hypothesis by illustrating 674 

both the efficiency and feasibility of adopting a single dynamic target in speech acquisition. 675 

There are a number of other reasons for the difficulty of simulating the learning of English 676 

diphthongs with two static vowels. First, given the 400 ms syllable duration used in the 677 

simulation, there is plenty of time for the simulated speaker to approach two successive 678 

vowel targets, as each would need a minimal time of only 125 ms (Nelson et al., 1984; Y. 679 

Xu & Prom-on, 2019). However, due to C-V coproduction (Bell-Berti & Harris, 1981; Fowler, 680 

1980; Liu et al., 2022; Y. Xu, 2024), cf. Fig. 2 implemented in our model, the formant 681 

movements toward the first vowel are largely masked by the voiceless consonant with its 682 

long closure duration (≈100–130 ms), cf. Fig. 6. This may render the diphthong identification 683 

rate by our speech recognizer less informative for the optimization of the articulatory target 684 

parameters. Another possibility is that a single dynamic target simplifies the control process 685 

by reducing degrees of freedom—especially regarding timing in articulatory gestures. Rather 686 

than coordinating two discrete targets and managing the timing of transitions between them, 687 

learners only need maintain one overarching control scheme, thereby decreasing complexity. 688 

Regardless of the precise reason, nevertheless, the ease of finding an optimal single 689 

dynamic vowel target for diphthongs suggests that learners may not have to deal with those 690 

difficulties in the first place. 691 
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The difficulty of learning a single dynamic target for /aɪ/ is intriguing. Upon closer 692 

examination of its acoustics and articulation, we observed that the diphthongal transitions 693 

were subtle under both conditions (Fig. 6). The lack of transitional movements is surprising, 694 

as /aɪ/ typically involves more dynamic changes (Gay, 1968; Lehiste & Peterson, 1961). 695 

This anomaly could be due to the speech recognizer’s high tolerance to synthetic tokens of 696 

/aɪ/ with little diphthongal formant transitions. This is likely due to the fact that the input to 697 

the recognizer was not well-controlled for accent variations (Panayotov et al., 2015) which 698 

would have allowed speakers from the southern areas of the United States to be included 699 

in the Librispeech corpus. Southern accented /aɪ/ is often spoken with /a/, resulting in shorter 700 

duration and restricted diphthongal formant movements (Weil et al., 2000; Wise et al., 1954). 701 

Additionally, /aɪ/ is sometimes realized as /aɛ/ or /a:/ in some other regional dialects (Fox & 702 

Jacewicz, 2009; Moreton, 2021), and as /ɛɪ/ by speakers from certain social groups (Crane, 703 

1977). This variability in the speech corpus may have biased the performance of the 704 

recognizer, leading to the unexpected guidance. This may explain why /aɪ/ synthesized by 705 

the dynamic target was frequently mistaken for /eɪ/. The static targets were less negatively 706 

impacted due to their lack of formant shifts in the synthetic utterances, which resemble the 707 

static version of /aɪ/ (Fig. 6) that are acceptable to the recognizer. 708 

The current study represents only preliminary work in using learnability to explore the nature 709 

of diphthongs, and several limitations remain. One of the limitations is that the speech data 710 

used for training the phoneme recognizer is not balanced across all speech sequences. This 711 

imbalance may have resulted in varied identification accuracy of the recognizer, potentially 712 

contributing to the uneven learning performance of the diphthongs. Another limitation is the 713 

lack of control over the duration of diphthong samples in the corpus used to train the 714 

recognizer. Many of the samples may be too short to allow the targets, whether static or 715 

dynamic, to approach their asymptotes. The exact effect of the resulting undershoot is 716 

therefore unknown. English diphthongs exhibit substantial dialectal variation, and some lack 717 

dynamic formant movements altogether (Haddican et al., 2013), suggesting that such 718 

diphthongs might be more effectively modeled with static targets. Fourth, diphthongs in 719 

certain languages function as vowel–vowel sequences (Trager & Smith, 1951), as in 720 

German, where they can be synthesized by combining monophthongal vowels (Stone & 721 

Birkholz, 2024). Applying the present method to German would be valuable in determining 722 
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whether diphthongs in that language are learnable with successive vowel targets; similar 723 

cross-linguistic extensions could also be explored in future studies. Finally, further research 724 

is necessary to clarify how different articulatory targets are encoded and stored in the brain. 725 

5 Conclusion 726 

We investigated whether English diphthongs have a single dynamic target or two static 727 

targets by testing their learnability in a simulated vocal learning paradigm. We used 728 

VocalTractLab, a 3D vocal tract model with built-in target approximation dynamics, and a C-729 

V coproduction model to simulate the articulation system, and a deep-learning-based 730 

speech recognizer to simulate perceptual guidance. We simulated the learning process as 731 

optimization of articulatory parameters guided by perceptual recognition. The results of the 732 

simulations showed that diphthongs learned with dynamic targets were consistently more 733 

intelligible across variable durations than those learned with two static targets. From the 734 

perspective of learnability, therefore, we may conclude that English diphthongs are likely 735 

unitary vowels with dynamic targets rather than combinations of monophthongal vowels. 736 
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7 Appendix 740 

Additional analysis of reaction time 741 

In order to counteract the possible effects of each participant’s operating system and 742 

browser, we converted each individual’s reaction time into z-scores and then re-examined 743 

the data. Analyses affirmed that target type remained significant (Χ² = 160.06, df = 1, p 744 

< .001). Furthermore, the results revealed that listeners needed different intervals to 745 

recognize distinct diphthong categories (Χ² = 51.103, df = 4, p < .001). Participants took 746 

more time to identify /aʊ/ than /eɪ/ and /əʊ/ (p < .001). Likewise, they recognized /eɪ/ faster 747 

than /ɔɪ/ (p = .001) and /aɪ/ (p = .044). Additionally, listeners spent less time identifying /əʊ/ 748 

compared to /ɔɪ/ (p = .001) and /aɪ/ (p = .040). No substantial differences emerged between 749 

other diphthong combinations (p > .050). The re-analysis also found a noteworthy interaction 750 

of target type with diphthong type (Χ² = 94.41, df = 4, p < .001). Specifically, participants 751 
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took comparable amount of time to identify /aʊ/ (p = .219) whether it was synthesized using 752 

two static targets or one dynamic target. Conversely, for words containing /əʊ/ (p = .012), 753 

/ɔɪ/ (p < .001), /eɪ/ (p < .001), and /aɪ/ (p < .001), responses were quicker when the 754 

diphthongs were synthesized with a dynamic target. 755 

The statistical analysis suggested that the duration of diphthongs did not significantly affect 756 

reaction time (Χ² = 3.193, df = 4, p = .526). Likewise, neither the relationship between 757 

duration and target type (Χ² = 4.388, df = 8, p = .821), nor that between duration and 758 

diphthong type (Χ² = 23.786, df = 20, p = .252), reached significance. In addition, the three-759 

way combination of duration, diphthong type, and target type also proved non-significant (Χ² 760 

= 39.075, df = 40, p = .512). 761 
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Figure A. Articulatory movements of 400-ms diphthongs synthesized using dynamic and 763 

static targets. Abbreviations for the sixteen vocal tract parameters are listed in Table 2. The 764 

y-axis represents scaled distances to normalize differences in the ranges of vocal tract 765 

parameters. 766 
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