2.02.1 **Introduction**

The theoretical problem of computing the radial structure of a hydrostatic, gravitationally self-compressed body like Earth is well developed. In its simplest form, one solves the Poisson equation together with a constitutive relation for the variation of pressure and density with depth. While such solutions are important for our understanding of the structure of stars and giant planets, they have not played a major role in our understanding of Earth structure for at least two important reasons. First is the still overwhelming complexity of the constitutive relation in the case of the Earth and the other terrestrial planets. There are at least six essential elements and they are distributed inhomogeneously with depth, most evidently in the separation between the crust, mantle, and core. Moreover, there are more than 10 essential phases in the mantle alone, as compared with the single fluid phase that suffices in the case of the gas giants. Second is the power of seismological observations to reveal Earth structure. Adams and Williamson were able to estimate the radial density profile of Earth’s mantle from a very different starting point, the observed variation of seismic wave velocities with depth, as embodied in their famous equation. The number and quality of seismic observations continues to grow as does our ability to interpret them, so that over the past few decades, seismologists have been able to constrain not only radial, but also lateral variations in seismic wave velocities and to produce three-dimensional (3-D) models of Earth structure.

One of the goals of geophysics is to relate the structure of Earth's interior as revealed primarily by seismology, to its thermal and chemical state, its dynamics and evolution. It is not generally possible to construct this more complete picture from knowledge of the seismologically revealed structure alone. The limitations are not so much practical – there is every indication that our knowledge of Earth structure will continue to improve for some time with
further observation – but fundamental. The relationship of seismic wave velocity to composition and temperature cannot be inverted uniquely without further information.

Our primary interest in the seismic properties of Earth materials derives from this overarching goal, to place the current structural snapshot provided by seismology in the larger context of Earth evolution. Knowledge of material properties and behavior is the essential link between seismological observations and the temperature and composition of the interior. Indeed, the combination of geophysical observation and knowledge of materials properties derived from experimental and theoretical studies provide our most important constraints on the composition of the mantle and its thermal structure.

It is the aim of this contribution to illustrate the role of mineral physics as the interpretive link between seismic structure and dynamics, and to review what studies of material properties have taught us about the dynamics and composition of Earth. Our focus will be on Earth’s mantle because the problem of determining the chemical and thermal state is particularly rich and because substantial progress has been made in the last decade.

The organization of this contribution takes its cue from Earth’s seismic structure. We begin with a review of the 1-D elastic structure that accounts for most of the observed seismic signal. Special topics here will include the origin of high gradient zones and the origin of discontinuities. We continue with a discussion of lateral variations in seismic structure and their interpretation in terms of lateral variations in temperature, composition, and phase. A discussion of anisotropy will highlight the many important advances that have been made, particularly in our knowledge of the full elastic constant tensor of minerals, and also the formidable difficulties remaining, including a need for a better understanding of deformation mechanisms. We end with that part of Earth’s seismic structure that is currently least amenable to interpretation, the anelastic part, indicating important developments in our understanding of the relevant material properties, and the gaps in our knowledge that remain.

2.02.2 Radial Structure

2.02.2.1 Overview

Perhaps the most remarkable and informative feature of Earth’s radial structure is that it is not smooth (Table 1). The variation of seismic wave velocities with depth is broken up at several depths by rapid changes in physical properties. These are generally referred to as discontinuities, although in all probability, they represent regions where physical properties change very rapidly over a finite depth interval. Each discontinuity is associated with a mean depth, a range of depth due to topography on the discontinuity, and a contrast in physical properties, most directly the impedance contrast

$$\frac{\Delta f}{f} = \frac{\Delta \rho}{\rho} + \frac{\Delta V}{V}$$

[1]

where $\rho$ is the density and $V$ is either the shear or longitudinal-wave velocity and $\Delta$ represents the difference across the discontinuity. For isochemical changes in physical properties that follow Birch’s law (Anderson et al., 1968), the velocity contrast is approximately two-thirds of the impedance contrast for S-waves and approximately three-fourths for P-waves. Of the 14 discontinuities reported, some (e.g., 410, 660) are much more certain than others (e.g., 1200, 1700), both in terms of their existence and their properties.

Discontinuities are important because they tie seismological observations to the Earth’s thermal and chemical state in an unusually precise and rich way. Many discontinuities in the mantle occur at depths that correspond closely to the pressure of phase transformations that are known from experiments to occur in plausible mantle bulk compositions (Figure 1). The pressure at which the phase transformation occurs generally depends on temperature via the Claussius–Clapeyron equation. The mean depth of a discontinuity then anchors the geotherm. Lateral variations in the depth of the discontinuity constrain lateral variations in temperature.

Phase transformations also influence mantle dynamics. For example, in a subducting slab, the perovskite forming reaction will be delayed as compared with the surroundings, tending to impede the slab’s descent. The extent to which a phase transformation alters dynamics scales with the phase buoyancy parameter (Christensen and Yuen, 1985):

$$\Phi = \frac{\gamma \Delta \rho}{g \alpha \rho^2 b}$$

[2]

where $\gamma$ is the Clapeyron slope, $g$ is the acceleration due to gravity, $\alpha$ is the thermal expansivity, and $b$ is the depth of the mantle. Phase transformations with negative Clapeyron slopes, such as the perovskite forming reaction, tend to impede radial mass transfer,
while those with positive Clapeyron slopes, such as the olivine to wadsleyite transformation, tend to encourage it. In application to Earth’s mantle, the phase buoyancy parameter must be generalized to account for the fact that only a fraction of the mantle undergoes the phase transformation (i.e., 50–60% in the case of the olivine to wadsleyite transition), and that nearly all phase transformations are at least divariant and occur over a finite range of depth.

Phase transformations also depend sensitively on bulk composition, which means that the Earth’s discontinuity structure also constrains mantle chemistry. For example, the sequence of phase transformations with increasing pressure in olivine would be quite different if the mantle had twice as much FeO, and would no longer resemble the Earth’s radial structure (Akaogi et al., 1989).

Not all discontinuities can be explained by phase transformations. In some cases, no phase transformations occur near the appropriate depth. In others, phase transformations do occur, but the change in physical properties caused by the transition is far too subtle to explain the seismic signal. In the case of the D’ discontinuity, a phase transformation was only recently found that finally appears to explain most of the properties of this previously enigmatic

<table>
<thead>
<tr>
<th>Discontinuity</th>
<th>Depth (km)</th>
<th>Contrast</th>
<th>Affinity</th>
<th>References</th>
<th>Origin</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>X</td>
<td>313(21)</td>
<td>+3.3%</td>
<td>Subduction</td>
<td>Revenaugh and Jordan (1991a, 1991b)</td>
<td>opx = hpcx</td>
<td>Woodland (1998)</td>
</tr>
<tr>
<td>D’</td>
<td>2640(100)</td>
<td>+2.0%</td>
<td>Fast</td>
<td>Lay, et al. (1998b)</td>
<td>pv = ppv</td>
<td>Oganov and Ono (2004)</td>
</tr>
</tbody>
</table>

Contrast is the S-wave impedance contrast, except for the D’ and ULVZ discontinuities (2640, 2870 km) which are reported as the S-wave velocity contrast. Value in parentheses following depth is the peak-to-peak (410, 520, 660), or rms (others) variation in the depth. The estimated impedance contrast at 660- is half of that of the 660 itself based on subequal reflectivity from 660- and 660 in the study of Simmons and Gurrola (2000). Affinity designations fast and slow refer to regions of anomalously high and low wave speeds in tomographic models, respectively. Origin designation “comp.” refers to a contrast in bulk composition possibly associated with subducted crust. Abbreviations capvc and capvt refer to the cubic and tetragonal phases of CaSiO$_3$ perovskite, respectively. Entries with a question mark are either unknown or uncertain.
The low velocity zone is more prominent under oceans than under continents; and is more prominent under young oceanic lithosphere than old (Anderson, 1989). The origin of the low velocity zone is readily understood in terms of Earth’s thermal state and the properties of minerals. Negative velocity gradients will appear whenever the thermal gradient exceeds a critical value such that the increase of velocity with compression is overcome by the decrease of velocity on heating (Anderson et al., 1968; Birch, 1969). The critical thermal gradient for shear waves is modest: 2 K km\(^{-1}\) for olivine. One then expects negative velocity gradients to be widespread in the shallow upper mantle on the basis of heat flow observations. There is a critical thermal gradient for the density as well

$$\beta_d = -\left(\frac{\partial \psi}{\partial \rho}\right)_T / \left(\frac{\partial \psi}{\partial T}\right)_P$$

for shear waves and

$$\beta_p = \frac{1}{\alpha K_T}$$

where $\alpha$ is the thermal expansivity and $K_T$ is the isothermal bulk modulus, which is just the inverse of the thermal pressure gradient that has been discussed by Anderson (Anderson, 1995). The value for olivine $\sim 10$ K km\(^{-1}\), is less than that in most of the Earth’s upper thermal boundary layer. The low velocity zone should be associated with locally unstable stratification in which more dense material overlies less dense material.

Comparison to the critical thermal gradient also explains much of the lateral variations in the structure of the low velocity zone. In the half-space cooling model of mantle, the geothermal gradient decreases with lithospheric age, producing a weaker negative velocity gradient as seen seismologically (Graves and Helmerger, 1988; Nataf et al., 1986; Nishimura and Forsyth, 1989). Under continents, the geothermal gradient is much less steep, but even under cratons exceeds the critical value; for example, the gradient is $4$ K km\(^{-1}\) under the Abitibi province (Jaupart and Mareschal, 1999). Indeed, the low velocity zone appears to be much less prominent, but not absent under some continental regions (Grand and Helmerger, 1984).

Are other factors required to quantitatively explain the values of the lowest velocities seen in the low velocity zone? It has long been suggested that partial melt may be present in this region of the mantle (Anderson and Sammis, 1969; Birch,
While partial melt is not required to explain the existence of a low velocity zone per se as the argument regarding the critical thermal gradient above demonstrates, it is difficult to rule out its presence on the basis of quantitative comparisons of seismological observations to the elastic properties of upper mantle assemblages. Recent such comparisons have concluded that partial melt is not required to explain the seismological observations, except in the immediate vicinity of the ridge (Faul and Jackson, 2005; Stixrude and Lithgow-Bertelloni, 2005a) (Figure 2). These studies also find it essential to account for the effects of attenuation and dispersion, which is unusually large in this region (see below).

The low velocity zone has sometimes been seen as being bounded above by the Gutenberg (G) discontinuity near 65 km. This discontinuity has also been associated with the base of the lithosphere. The impedance contrast is variable, large, and negative, that is, velocities are less below the transition (Gaherty et al., 1999a; Revenaugh and Jordan, 1991b). Phase transformations occurring near this depth do not produce velocity discontinuities of nearly sufficient magnitude, or even the right sign. A rapid change in attenuation produces a velocity change of the right sign (Karato and Jung, 1998), but far too small in magnitude (Stixrude and Lithgow-Bertelloni, 2005a). A rapid change in partial melt fraction, from a melt-free lithosphere to a partially molten low velocity zone, also produces a velocity change that is too small as modeling indicates that the discontinuity is made up equally of anomalously high velocity above the discontinuity and anomalously low velocity below (Stixrude and Lithgow-Bertelloni, 2005a) (Figure 2).

The Lehmann discontinuity, near 200 km depth, also does not have a counterpart in mantle phase transformations. In some global models (Dziewonski and Anderson, 1981) this discontinuity is enormous, exceeding in magnitude the much more widely studied 410 km discontinuity. The Lehmann discontinuity is observed preferentially under continents (Gu et al., 2001), while the G discontinuity is found preferentially under oceans (Revenaugh and Jordan, 1991b). It has been proposed that the Lehmann discontinuity represents a change in anisotropy caused by a change in the dominant deformation mechanism from dislocation dominated to diffusion dominated creep (Karato, 1992). The Lehmann and Gutenberg discontinuities may actually be the same feature, occurring at shallower depths under oceans and greater depths under continents. Both may be caused by a change in anisotropy via a change in the pattern of preferred orientation associated with the base of the lithosphere and a transition to more deformable asthenosphere where preferred orientation is more likely to develop (Gung et al., 2003) (Figure 3). This model is in apparent disagreement with those based on ScS reverberation, which require an increase in SV with increasing depth across the Lehmann (Gaherty and Jordan, 1995; Revenaugh and Jordan, 1991b).

A smaller discontinuity is seen locally called the X discontinuity near 300 km depth (Revenaugh and Jordan, 1991b). A phase transition appears to be the most likely explanation (Woodland, 1998), involving a subtle modification of the orthopyroxene structure to a slightly denser monoclinic form with the same space group as diopside (clinopyroxene) (Angel et al., 1992; Pacalo and Gasparik, 1990) (Figure 1). The elastic properties of this unquenchable high pressure phase have only recently been measured and appear to confirm the connection to the seismic discontinuity (Kung et al., 2005). The velocity contrast
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**Figure 2** The shear-wave velocity of pyrolite along a 100 Ma conductive cooling geotherm in the elastic limit (bold line), and including the effects of dispersion according to the seismological attenuation model QR19 (Romanowicz, 1998) and $\alpha = 0.25$ (bold dashed). The shading represents the uncertainty in the calculated velocity. The mineralogical model is compared with seismological models (light lines) PAC (Graves and Helberger, 1988), NF110+ (Nishimura and Forsyth, 1989), and PAS (Gaherty, et al., 1999a). The approximate magnitude of SH–SV anisotropy is indicated by the vertical bar. From Stixrude L and Lithgow-Bertelloni C, (2005a) Mineralogy and elasticity of the oceanic upper mantle: Origin of the low-velocity zone Journal of Geophysical Research, Solid Earth 110: B03204 (doi:10.1029/2004JB002965).
in the pure composition is 8%, reduced to less than 0.5% in a typical pyrolite composition along a normal mantle geotherm (Stixrude and Lithgow-Bertelloni, 2005a). The proportion of orthopyroxene, and thus the magnitude of the velocity change, should increase with decreasing temperature and with depletion; indeed, the X discontinuity is preferentially observed near subduction zones.

The velocity gradient between the low velocity zone and the 410 km discontinuity is very large (Figure 2). In some regional models, the gradient exceeds that of the transition zone (Gaherty et al., 1999a; Graves and Helmberger, 1988; Nishimura and Forsyth, 1989). According to the usual Bullen analysis, this means that this region is either nonadiabatic, or inhomogeneous in bulk composition or phase (Stixrude and Lithgow-Bertelloni, 2005a). In this context, it is important to remind ourselves that when we discuss radial gradients in velocities, we are not discussing seismological observations, but rather nonunique models that are consistent with those observations. An approach that has seen only little application to date is the direct comparison of mineralogical models of mantle structure with the seismological observations themselves. This could be accomplished, for example, in the manner of a hypothesis test: computing seismological observables (e.g., body wave travel times and normal mode frequencies) from a mineralogical model and comparing with the observations. It is probably only through approaches like these that many of the more difficult issues in upper mantle structure will be resolved.

### 2.02.2.3 Transition Zone

This region is so named because of the phase transformations that were anticipated and subsequently found to take place within it. While phase transformations are not restricted to the transition zone as our discussion of the upper and lower mantles make clear, the two largest ones in terms of changes in physical properties do occur here. This region encompasses the transformation of the mantle from uniformly fourfold to uniformly sixfold coordinated silicon.

The two largest discontinuities in the mantle occur at 410 and 660 km depth. These have been explained by phase transformations from olivine to its high pressure polymorph wadsleyite for the 410 (Ringwood and Major, 1970) and from ringwoodite, the next highest pressure olivine polymorph, to the assemblage perovskite plus periclase for the 660 according to the reaction (Liu, 1976)(Figure 1).

$$\text{Mg}_2\text{SiO}_4 \text{(ringwoodite)} = \text{MgSiO}_3 \text{(perovskite)} + \text{MgO (periclase)}$$

These explanations have received considerably scrutiny over the past several years and have held up well. In addition to the issues discussed in more detail below has been vigorous debate concerning the pressure at which the two transformations occur and whether these in fact match the depth of the discontinuities (Chudinovskikh and Boehler, 2001; Fei et al., 2004; Irifune et al., 1998; Shim et al., 2001), and whether the Clapeyron slope of the transitions can account for the seismologically observed topography on the discontinuities (Helffrich, 2000).

In the case of the 410 km discontinuity, the magnitude and the sharpness of the velocity jump have also been the subject of considerable debate. Several studies have argued that the magnitude of the velocity change at the olivine to wadsleyite transition in a typical pyrolitic mantle composition is too large and that the mantle at this depth must have a
relatively olivine poor bulk composition (Duffy et al., 1995; Gwanmesia et al., 1990; Li et al., 1998; Liu et al., 2005; Zha et al., 1997). Phase equilibrium studies (Akaogi et al., 1989; Frost 2003; Katsura and Ito, 1989; Katsura et al., 2004) have shown that the olivine to wadsleyite transition in the binary Mg$_2$SiO$_4$–Fe$_2$SiO$_4$ system occurs over a depth range too wide to account for the observed reflectivity of this transition, at frequencies as high as 1 Hz (Benz and Vidale, 1993).

There have been several proposals to explain the apparent discrepancy in sharpness (Fujisawa, 1998; Solomatov and Stevenson, 1994). Perhaps the simplest recognizes that the mantle is not a binary system: chemical exchange of olivine and wadsleyite with nontransforming phases sharpens the transition considerably (Irifune and Ishiki, 1998; Stixrude, 1997) (Figure 4). Nonlinearities inherent in the form of coexistence loops also tend to sharpen the transition (Helffrich and Bina, 1994; Helffrich and Wood, 1996; Stixrude, 1997). Modeling of finite frequency wave propagation shows that the form of the transition predicted by equilibrium thermodynamics and a pyrolitic bulk composition can account quantitatively for the observations (Gaherty et al., 1999b). This study also shows that when the shape of the transition is properly accounted for, the magnitude of the velocity jump in pyrolite is consistent with those observations most sensitive to it, that is, the reflectivity.

The detailed form of the 410 km discontinuity may become a very sensitive probe of mantle conditions. The width of the discontinuity is found to increase with decreasing temperature (Katsura and Ito, 1989), which would affect the visibility of transition (Helffrich and Bina, 1994). Phase equilibria depend strongly on iron content such that the transition is broadened with iron enrichment. Iron enrichment beyond $x_{Fe} = 0.15$ at normal mantle temperatures causes the transition to become univariant (infinitely sharp in a pure olivine composition), with ringwoodite coexisting with olivine and wadsleyite (Akaogi et al., 1989; Fei et al., 1991). The transition is also sensitive to water content as wadsleyite appears to have a much higher solubility than olivine (Wood, 1995) although more recent results suggest that water partitioning between these two phases, and the influence of water on the form of the 410, is not as large as previously assumed (Hirschmann et al., 2005). Portions of the mantle are found to have broad and nonlinear 410 discontinuities, consistent with the anticipated effects of water enrichment (van der Meijde et al., 2003).

In some locations, the 410 is overlain by low velocity patches that have been interpreted as regions of partial melt, perhaps associated with water enrichment. These patches appear to be associated with subduction zones, suggesting the slab as a possible source of water (Obayashi et al., 2006; Revenaugh and Sipkin 1994; Song et al., 2004). Other interpretations involving much more pervasive fluxing of water through the transition zone have also been advanced (Bercovici and Karato, 2003), although it has been argued that this scenario is inconsistent with the thermodynamics of water-enhanced mantle melting (Hirschmann et al., 2005). Measurements of the density of hydrous melt at the pressure of the 410 indicate that it may be gravitationally stable (Matsukage et al., 2005; Sakamaki et al., 2006).

Initial studies of the influence of iron on the ringwoodite to perovskite plus periclase transition also seemed to indicate that this transition was too broad to explain reflectivity observations (Jeanloz and Thompson, 1983; Lees et al., 1983). But in a seminal
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**Figure 4** The influence of nontransforming phase(s) (γ) on the sharpness of the transformation from phase α to phase β. Colored lines indicate the compositions of the three coexisting phases with increasing scaled pressure (II) within the coexistence interval. When the bulk composition lies on the A–B join, the transition is broad: the bulk composition represented by the solid triangle lies within the coexistence region over the entire pressure range shown (II = 0.3–0.7). When component C is added, the transition occurs over a narrower pressure interval: the bulk composition represented by the solid square lies within the coexistence region over a fraction of the pressure range shown (II = 0.5–0.7). After Stixrude L (1997) Structure and sharpness of phase transitions and mantle discontinuities. Journal of Geophysical Research, Solid Earth 102: 14835–14852.
study Ito and Takahashi (1989) showed that this transition was remarkably sharp, occurring over a pressure range less than experimental resolution (0.1 GPa). The unusual sharpness was subsequently explained in terms of Mg–Fe partitioning and nonideal Mg–Fe mixing in the participating phases (Fei et al., 1991; Wood, 1990). While the central result of Ito and Takahashi’s study remains unchallenged, it will be important to replicate these results in realistic mantle compositions (Litasov et al., 2005), and to further explore the thermochemistry of the phases involved.

Recent studies have indicated complexity in the structure of the 660 (Figure 5). In relatively cold mantle, the transition (eqn [5]) is preceded by (Weidner and Wang, 1998)

\[
\text{MgSiO}_3 (\text{akimotoite}) = \text{MgSiO}_3 (\text{perovskite}) \quad [6]
\]

while in hot mantle the amount of ringwoodite is diminished prior to the transition (eqn [5]) via (Hirose, 2002)

\[
\text{Mg}_2\text{SiO}_4 (\text{ringwoodite}) = \text{MgSiO}_3 (\text{majorite}) + \text{MgO (periclase)} \quad [7]
\]

In cold and hot mantle, the reactions (eqns [5]–[7]) will be followed by a further reaction

\[
\text{MgSiO}_3 (\text{majorite}) = \text{MgSiO}_3 (\text{perovskite}) \quad [8]
\]

The sequence of reactions [5] and [6] should produce a ‘doubled’ 660 in which a single velocity jump is replaced by two that are closely spaced in depth and of similar magnitude. There is some seismological evidence for this doubling in some locations (Simmons and Gurrola, 2000). The relative importance of reactions [5]–[8] will also depend on the bulk composition, particularly the Al content (Weidner and Wang, 1998).

Below 660 is a steep velocity gradient that may be considered a continuation of the transition zone. This feature is seen in mineralogical models as the signature of the garnet to perovskite transition (eqn [8]), which is gradual and spread out over more than 100 km (Weidner and Wang, 1998). The gradual nature of this transition, as opposed to the much sharper ones discussed so far, is readily understood. The difference in composition between Al-rich garnet, and relatively Al-poor perovskite is large, and this creates a broad pressure–composition coexistence region (phase loop).

![Figure 5](image_url)

**Figure 5** Calculated density and elastic wave velocities for different geotherms for pyrolite-like compositions with (a) 3% Al\(_2\)O\(_3\) and (b) 5% Al\(_2\)O\(_3\). Calculations are compared with the PREM seismological model (Dziewonski and Anderson, 1981). From Weidner DJ and Wang YB (1998) Chemical- and Clapeyron-induced buoyancy at the 660 km discontinuity. *Journal of Geophysical Research, Solid Earth* 103: 7431–7441.
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(Akaogi et al., 2002; Hirose et al., 2001). Although it is broad, this transition may be responsible for a seismic discontinuity seen in some studies near 720 km depth (Deuss et al., 2006; Revenaugh and Jordan, 1991b; Stixrude, 1997). Apparent bifurcation of the 660 may then have two distinct sources eqns [5] and [6] in cold mantle, and eqns [5] and [8] in hotter mantle. It is conceivable that three reflectors may be observable in cold mantle (eqns [5], [6], and [8]), although this has not yet been seen.

The 520 km discontinuity is seen in global stacks of SS precursors (Shearer, 1990); there is evidence that it is only regionally observable (Gossler and Kind, 1996; Gu et al., 1998; Revenaugh and Jordan, 1991a). Phase transformations that may contribute to this discontinuity include wadsleyite to ringwoodite (Rigden et al., 1991) and the exsolution of calcium perovskite from garnet (Ita and Stixrude, 1992; Koito et al., 2000). Both of these transitions are broad, which may account for the intermittent visibility of the 520. Seismological evidence for doubling of this discontinuity in some regions has renewed interest in the structure and sharpness of these transitions (Deuss and Woodhouse, 2001). The 520 km discontinuity has also been attributed to chemical heterogeneity, possibly associated with subduction (Sinogeikin et al., 2003).

In addition to velocity discontinuities, the transition zone is distinguished by an unusually large velocity gradient, which exceeds that of any individual transition zone phase (Figure 6). Most explanations have focused on the series of phase transformations that occur in the transition zone as the cause of this gradient. These include not only those already mentioned in connection with discontinuities, but also broader features such as the dissolution of pyroxenes into garnet. The standard model, that the transition zone is adiabatic and chemically homogeneous with a pyrolitic composition, has been tested successfully against seismological constraints on the bulk sound velocity (Ita and Stixrude, 1992). Quantitative tests against the longitudinal- and shear-wave velocity are still hampered by uncertainties in the physical properties of key phases, particularly garnet-majorite (Liu et al., 2000; Sinogeikin and Bass, 2002) and CaSiO₃ perovskite.

2.02.2.4 Lower Mantle

The most prominent seismic anomaly in the lower mantle is the division between the D" layer and the rest. The D" layer is distinguished by a change in radial velocity gradient, and a velocity discontinuity at its top (Lay and Helmberger, 1983). The velocity discontinuity is prominent where it is seen, although it is not present everywhere and is larger in S than in P (Lay et al., 1998a; Wysession et al., 1998; Young and Lay, 1987). Below this discontinuity most models show velocity decreasing with increasing depth: the D" represents the mantle's second low velocity zone. In analogy with that in the shallow mantle, the D" velocity gradient may also be caused by superadiabatic temperature gradients associated with the lower dynamical boundary layer of mantle convection.

Mineralogical explanations of the D" discontinuity now focus on the transformation from MgSiO₃ perovskite to the postperovskite phase (Figure 7) (Murakami et al., 2004; Oganov and Ono, 2004; Tsuchiya et al., 2004a). The transition appears to
occur at the right pressure and to have the right Clapeyron slope to explain the intermittent visibility. Predictions of the elastic constants show a larger contrast in $V_S$ than in $V_P$, consistent with most seismological observations of the discontinuity (Iitaka et al., 2004; Tsuchiya et al., 2004b; Wentzcovitch et al., 2006). Indeed, a phase transformation with very similar properties was anticipated on the basis of a combined seismological and geodynamical study (Sidorin et al., 1999).

The ultralow velocity zone is a narrow intermittent layer less than 40 km thick with longitudinal-wave velocities approximately 10% lower than that of the rest of D" (Garnero and Helmberger, 1996). It is still unclear what could cause such a large anomaly. A search for explanations is hampered by uncertainties concerning the relative magnitude of density and longitudinal and shear velocity anomalies. Many studies have focused on the possibility of partial melt in this region (Stixrude and Karki, 2005; Williams and Garnero, 1996). Others have emphasized the role of iron enrichment, possibly related to chemical reaction between mantle and core (Garnero and Jeanloz, 2000), or subduction (Dobson and Brodholt, 2005). In this view the ultralow velocity zone may be more properly regarded as the outermost layer of the core, rather than the bottom-most layer of the mantle (Buffett et al., 2000).

There have been persistent reports of reflection or scattering from within the lower mantle (Castle and van der Hilst, 2003; Deuss and Woodhouse, 2002; Johnson, 1969; Kaneshima and Helffrich, 1998; Kawakatsu and Niu, 1994; Lestunff, et al., 1995; Paulssen, 1988; van der Meijde et al., 2005; Vinnik et al., 2001). These are only locally observed, and so may either be associated with chemical heterogeneity, possibly related to subduction (Kaneshima and Helffrich, 1998; Kawakatsu and Niu, 1994), or a phase transition that has either a weak velocity signal or a large Clapeyron slope. Phase transformations that are expected to occur in the lower mantle and that are associated with significant velocity anomalies include (Figure 8): (1) Phase transformations in silica, from stishovite, to CaCl$_2$ to α- PbO$_2$ structured phases (Carpenter et al., 2000; Karki et al., 1997b). Free silica would be expected only in enriched compositions, such as deeply subducted oceanic crust. The first of these transitions has
a particularly large elastic anomaly. (2) A phase transformation in calcium perovskite from tetragonal to cubic phases (Stixrude et al., 1996).

2.02.2.5 Core

It is known that the properties of the outer core do not match those of pure iron, which is significantly denser (Birch, 1964; Brown and McQueen, 1986). The search for the light element is still in its infancy, with the number of candidate light elements seeming to grow, rather than narrow with time (Poirier, 1994). It has been pointed out that there is no a priori reason to believe that the composition of the core is simple or that it contains only one or a few elements other than iron (Stevenson, 1981). In any case, further experimental and theoretical constraints on the phase diagrams and physical properties of iron light element systems will be essential to the solution.

Two relatively new approaches to constraining the nature and amount of light element in the core show considerable promise. The first relates the partitioning of candidate light elements between solid and liquid phases to the density contrast at the inner-core boundary (Alfe et al., 2002a). While sulfur and silicon are found to partition only slightly, producing a density jump that is too small, oxygen strongly favors the liquid phase, producing a density jump that is too large. Within the accuracy of the theoretical calculations used to predict the partitioning, this study then appears to rule out either of these three as the sole light element in the inner core, and suggests a combination of oxygen with either silicon or sulfur as providing a match to the seismologically observed properties. Another approach is to test core formation hypotheses via experimental constraints on element partitioning between core and mantle material. In the limit that proto-core liquid approached equilibrium with the mantle as it descended, experiments point to sulfur as the only one sufficiently siderophile to remain in significant amounts in iron at pressures thought to be representative of core formation (~30 GPa) (Li and Agee, 1996). On the other hand, experimental simulations of the core–mantle boundary (~136 GPa) show substantial reaction between core and mantle material and incorporation of large amounts of Si and O in the metal (Knittle and Jeanloz, 1989; Takafuji et al., 2005) (Figure 9).

The temperature in the core may be constrained by the melting temperature of iron and iron alloys.

Figure 8 Comparisons of the static shear (a) and longitudinal (b) wave velocities of lower mantle minerals computed via density functional theory compared with the PREM model (Dziewonski and Anderson, 1981). The discontinuous changes in SiO$_2$ are caused by phase transformations from stishovite to the CaCl$_2$ structure (45 GPa) and then to the $\alpha$-PbO$_2$ structure (100 GPa). After Karki BB and Stixrude L (1999) Seismic velocities of major silicate and oxide phases of the lower mantle. *Journal of Geophysical Research* 104: 13025–13033.
Consensus has been building in recent years on the melting temperature of pure iron near the inner-core boundary. First-principles theory (Alfe et al., 2002b) and temperature measurements in dynamic compression (Nguyen and Holmes, 2004), both converge on the melting temperature proposed by Brown and McQueen (1986) on the basis of dynamic compression and modeled temperatures. The largest remaining uncertainty appears to be the influence of the light element on the melting temperature. Density functional theory predicts freezing point depression of 700 K for light element concentrations required to match the density deficit (Alfe et al., 2002a), similar to estimates based on the van Laar equation (Brown and McQueen, 1982). An alternative approach to estimating the temperature at Earth’s center is to compare the elasticity of iron to that of the inner core. This leads to an estimate of 5400 K at the inner-core boundary, consistent with estimates based on melting temperatures (Steinle-Neumann et al., 2001).

The outer core is homogeneous and adiabatic to within seismic resolution (Masters, 1979) and represents possibly the clearest opportunity for estimating the temperature increment across any layer in the Earth. The adiabatic temperature gradient depends on $K_S$, which is known as a function of depth from seismology, and the Grüneisen parameter $\gamma$, which has been measured for pure iron (Brown and McQueen, 1986). Integrating this equation across the outer core produces a temperature difference of 1400 K (Steinle-Neumann et al., 2002), yielding a temperature of 4000 K at the core–mantle boundary. The influence of the light element on the Grüneisen parameter is not necessarily negligible and will need to be measured to test this prediction.

One of the most remarkable discoveries of core structure in recent years has been that of inner-core anisotropy. Longitudinal waves travel a few percent faster along a near polar axis than in the equatorial plane (Morelli et al., 1986; Woodhouse et al., 1986). Lattice-preferred orientation seems a natural explanation because all plausible crystalline phases of iron have single-crystal elastic anisotropy at the relevant conditions that exceeds that of the inner core (Stixrude and Cohen, 1995; Söderlind et al., 1996), notwithstanding disagreements about the values of the high-temperature elastic constants as predicted by different approximate theories (Gannarelli et al., 2005; Steinle-Neumann et al., 2001). The identity of the stable phase is critical since the pattern of anisotropy in body-centered cubic and hexagonal candidates are very different. Although the body-centered cubic phase appears to be elastically unstable for pure iron, favoring a hexagonal close-packed inner core, there is some evidence that light elements and nickel tend to
stabilize this structure (Lin et al., 2002a; Lin et al., 2002b; Vocadlo et al., 2003). Still unknown is the source of stress that might produce preferred orientation, or knowledge of the dominant slip planes and critical resolved shear stresses that would permit prediction of texture given an applied stress. Further seismological investigations have shown that the structure of the inner core is also laterally heterogeneous (Creager, 1997; Su and Dziewonski, 1995; Tanaka and Hamaguchi, 1997), and that there may be a distinct innermost layer (Ishii and Dziewonski, 2002), which may be due to a phase transformation.

2.02.3 Lateral Heterogeneity

2.02.3.1 Overview

Lateral variations in seismic wave velocities have three sources: lateral variations in temperature, chemical composition, and phase assemblage (Figure 10). The first of these has received most attention. Indeed, comparison of tomographic models with surface tectonic features indicates that temperature may be the largest source of lateral variations: arcs are slow, cratons and subducting slabs are fast, and there is a good correlation between the history of past subduction and the location of fast velocity anomalies throughout the mantle. Quantifying these interpretations has proved challenging. One reason is that temperature is almost certainly not the only important factor. For example, it is recognized that continental mantle lithosphere must be depleted in order to remain dynamically stable, and that this depletion contributes along with temperature, to the velocity anomaly (Jordan, 1975). Throughout the upper 1000 km of the mantle, lateral variations in phase assemblage may contribute as much as the influence of temperature alone. In the lower mantle, it can be demonstrated that sources other than temperature are required to explain the lateral heterogeneity.

2.02.3.2 Temperature

Several studies have sought to estimate lateral variations in temperature in the upper mantle on the basis of tomographic models and measured properties of minerals (Godey et al., 2004; Goes et al., 2000; Sobolev et al., 1996). These estimates are consistent with the results of geothermobarometry, surface tectonics, and heat flow observations. In one sense, the upper mantle is an ideal testing ground for the physical interpretation of mantle tomography because the elastic constants of the constituent minerals are relatively well known. But the upper mantle is also remarkably complex. A potentially important factor that is not accounted for in these studies is the lateral variations in phase proportions. Another source of uncertainty is anelasticity, which magnifies the temperature dependence of the velocity by an amount that is poorly constrained experimentally.

The temperature dependence of the seismic wave velocities of mantle minerals decreases rapidly with increasing pressure (Figure 11). If we ascribe a purely thermal origin to lateral structure, we would then expect the amplitude of tomographic models to decrease rapidly with depth. But tomographic models show a different pattern. The amplitude tends to decrease rapidly in the upper boundary layer, reaches a minimum at mid-mantle depths, and then increases with depth in the bottom half of the mantle. Part of the increase in amplitude with depth may be associated with the lower thermal boundary layer, where we would expect lateral temperature variations to exceed that in the mid-mantle. While concerns regarding radial resolution of tomographic models cannot be dismissed, it seems likely that this aspect of lower mantle structure cannot be explained by temperature alone.

Figure 10 The three sources of lateral heterogeneity in Earth’s mantle: lateral variations in temperature, in chemical composition, and phase. Arrows indicate that these three sources may influence each other. Increasing temperature alters the relative stability of phases via contrasts in entropy, and may generate changes in composition via differentiation caused by partial melting. Changes in composition may include changes in the concentration of radioactive heat producing elements and therefore temperature, and influence phase stability through the chemical potential. Changes in phase release or absorb latent heat, thus altering the temperature and may produce density contrasts that lead to differentiation, potentially altering the composition.
Another indication that temperature alone cannot explain lower mantle structure is the comparison of lateral variations in S- and P-wave velocities. The ratio

\[ R = \left( \frac{\delta \ln V_S}{\delta \ln V_P} \right) \]

where \( V_S \) is the shear-wave speed and \( V_P \) is the longitudinal-wave speed and the subscript \( z \) indicates that variations are at constant depth, reaches values as large as 3.5 in the lower mantle and appears to increase systematically with increasing depth (Masters et al., 2000; Ritsema and van Heijst, 2002; Robertson and Woodhouse, 1996). This is to be compared with

\[ R_{\text{thermal}} = \left( \frac{(1-A)(\delta_S - 1)}{\Gamma - 1} + A \right)^{-1} \]

where \( A = 4/3 V_S^2/V_P^2 \), \( \delta_S = (\delta \ln K_S/\delta \ln \rho)_P \), \( \Gamma = (\delta \ln G/\delta \ln \rho)_P \). The ratio takes on its limiting value \( R_{\text{thermal}} \rightarrow A^{-1} \approx 2.5 \) as \( \delta_S \rightarrow 1 \). In some portions of the mantle, lateral variations in shear and bulk sound velocities appear to be anticorrelated: regions that are slow in \( V_S \) are fast in \( V_B \) (Masters et al., 2000; Su and Dziewonski, 1997; Vasco and Johnson, 1998). Large values of \( R \) and anticorrelated \( V_S \) and \( V_B \) both require \( \delta_S < 1 \) if they are to be explained by temperature alone, a condition not met by lower mantle minerals. Lower mantle phases all have \( \delta_S > 1 \) so that longitudinal, shear, and bulk sound velocities all decrease with increasing temperature (Agnon and Bukowinski, 1990; Karki et al., 1999; Oganov et al., 2001; Wentzcovitch et al., 2004). Anelasticity increases the value of \( R_{\text{thermal}} \) (Karato, 1993), but apparently not sufficiently to account for the tomographic value (Masters et al., 2000), and in any case cannot produce anticorrelation in \( V_S \) and \( V_B \).

### 2.02.3.3 Composition

Of the five major cations in the mantle, iron has the largest influence on the density and the elastic wave velocities. The influence of iron content on the shear velocity differs substantially among the major mantle minerals. This means that different bulk compositions (e.g., MORB, pyrolite) will have different sensitivities to lateral variations in iron content (Figure 12).

What sort of lateral variations in composition might explain the unusual features of lower mantle structure? A definitive answer is prevented by our ignorance of the elastic properties of lower mantle phases. Lateral variations in iron content do not appear capable of producing anticorrelation in bulk- and shear-wave velocity, as both velocities are decreased by addition of iron to MgSiO_3 perovskite (Kiefer et al., 2002). It has been argued that lateral variations in Ca content can produce anticorrelation since CaSiO_3 perovskite has a greater shear-wave
velocity but lesser bulk sound velocity that MgSiO$_3$ perovskite (Karato and Karki, 2001). However, this argument is based on first-principles calculations of CaSiO$_3$ perovskite that assumed a cubic structure (Karki and Crain, 1998). One of the remarkable features of this phase is that it undergoes a slight nontypical distortion with decreasing temperature (Adams and Oganov, 2006; Ono et al., 2004; Shim et al., 2002; Stixrude et al., 1996) that nevertheless produces a very large 15% softening of $V_S$, while leaving the density and $V_B$ virtually unaffected (Stixrude et al., 2007).

Dynamical models suggest that lateral variations in composition in the lower mantle may be associated with segregation of basalt (Christensen and Hofmann, 1994; Davies, 2006; Nakagawa and Buffett, 2005; Xie and Tackley, 2004). In situ equation of state studies indicate that basalt is denser than average mantle and would tend to pile up at the core–mantle boundary (Hirose et al., 2005). Basalt-rich piles may be swept up by mantle convection, and may explain lower mantle anomalies with boundaries that are sharp, that is, of apparently nonthermal origin (Ni et al., 2002), and primitive signatures in mantle geochemistry (Kellogg et al., 1999). A definitive test of such scenarios awaits determination of the elastic properties of minerals in basalt that are currently unmeasured, such as a calcium-ferrite structured oxide.

### 2.02.3.4 Phase

The mantle is made of several different phases, with distinct elastic properties. As temperature varies, the relative proportions and compositions of these phases change, producing an additional contribution to laterally varying structure (Figure 13). This effect has been discussed in terms of thermally induced phase transformations (Anderson, 1987). The magnitude of the effect is

$$\left(\frac{\partial V}{\partial T}\right)_{P,\text{phase}} \approx f \left(\frac{\partial P}{\partial T}\right)_{eq} \frac{\Delta V}{\Delta P}$$

where $f$ is the volume fraction of the mantle composed of the transforming phases, $\Delta V$ is the velocity contrast between them, $\Delta P$ is the pressure range over which the transition occurs, and the derivative on the right-hand side is the effective Clapeyron slope. The effect is largest for sharp transitions, such as the olivine to wadsleyite transition, and in this case may also be described in terms of the topography of the transition. It is sensible to describe lateral variations in velocity due to phase equilibria in terms of topography when the topography exceeds the width of the phase transformation

$$\left(\frac{\partial P}{\partial T}\right)_{eq} \Delta T > \Delta P$$
2.02.4 Anisotropy

2.02.4.1 Overview

Anisotropy is a potentially powerful probe of mantle dynamics because it is produced by deformation. In dislocation creep, the easiest crystallographic slip plane tends to align with the plane of flow, and the easiest slip direction with the direction of flow. Since all mantle minerals are elastically anisotropic (Figure 14), this preferred orientation or texturing produces bulk anisotropy that is measurable by seismic waves. This mechanism for producing anisotropy is often referred to as lattice preferred orientation. Another mechanism is shape-preferred orientation in which the rheological contrast between the materials making up a composite cause them to be arranged inhomogeneously on deformation. Heterogeneous arrangements familiar from structural geology, including foliation and lineation, lead to anisotropy for seismic waves with wavelengths much longer than the scale length of heterogeneity.

Anisotropy is pervasive in the continental crust, and significant in the upper mantle, the D* layer, and the inner core, the latter of which was discussed above in the section on the core. Anisotropy may also exist in the transition zone as indicated by global (Montagner and Kennett, 1996; Trampert and van Heijst, 2002) and regional (Fouch and Fischer, 1996) seismic models.

2.02.4.2 Upper Mantle

Anisotropy is well developed in the uppermost mantle. Studies of the seismic structure of this region, the
texture of mantle samples, and the elastic properties of the constituent minerals have led to a simple first-order picture. Convective flow in the upper mantle preferentially aligns olivine crystals such that the seismically fast direction is parallel to the flow direction (Christensen and Salisbury, 1979; Mainprice et al., 2000). Two seismological signals are often distinguished, associated with different data sets and modeling strategies. Horizontally propagating shear waves travel at two different velocities depending on the direction of polarization: the faster is horizontal with $V_{SH}$ and the slower is vertical with $V_{SV}$. The difference in velocity of the two polarizations is also referred to as shear-wave splitting. The shear-wave velocity also depends on the direction of propagation, and this is usually referred to as azimuthal anisotropy. Azimuthal anisotropy is also detected along vertically propagating paths via shear-wave splitting (Silver, 1996).

In detail, the picture of upper-mantle anisotropy is much richer than this first-order pattern. There are unexplained anomalies even in regions where the pattern of flow is presumably simple and large scale such as the Pacific basin. For example, the fast direction does not align everywhere with the direction of present-day plate motions (Montagner and Guillot, 2002; Tanimoto and Anderson, 1984). The magnitude of $V_{SH} - V_{SV}$ varies spatially in a way that does not correlate simply with lithosphere age: the difference is maximum near the center of the north Pacific (Ekstrom and Dziewonski, 1998). At subduction zones, the fast direction is sometimes parallel, rather than normal to the trench (Fouch and Fischer, 1996; Russo and Silver, 1994). Explanations of these features will come from a better understanding of the development of texture in large-scale mantle flow (Chastel et al., 1993; Ribe 1989), the preferred slip planes and critical resolved shear stresses in olivine and how these depend on stress, temperature, pressure, and impurities (Jung and Karato, 2001; Mainprice et al., 2005), how stress and strain are partitioned between lithosphere and asthenosphere, and the relative importance of dislocation versus diffusion creep (Karato, 1992; van Hunen et al., 2005).

### 2.02.4.3 D'' Layer

The D'' layer is also substantially anisotropic (Lay et al., 1998b; Panning and Romanowicz, 2004). The minerals that make up this region all have large single-crystal anisotropies, with ferropericlase having the largest (Karki et al., 2001; Stackhouse et al., 2005; Wentzcovitch et al., 2006) (Figure 14). The seismic anisotropy of the Earth’s mantle: From single crystal to polycrystal. In: Karato SI, Forte A, Liebermann R, Masters G, and Stixrude L (eds.) Earth’s Deep Interior: Mineral Physics and Tomography from the Atomic to the Global Scale. Washington, DC: American Geophysical Union.
2.02.5 Attenuation and Dispersion

2.02.5.1 Overview

The Earth is not a perfectly elastic medium, even at seismic frequencies. There are two important consequences. Attenuation refers to the loss of amplitude of the elastic wave with propagation. Dispersion refers to the dependence of the elastic-wave velocity on the frequency. It can be shown that attenuation and dispersion are intimately related. Indeed, the importance of attenuation in the Earth first alerted seismologists to the dispersion that should yield a difference in velocities between low-frequency normal mode oscillations and higher-frequency body waves. The magnitude of attenuation is measured by the inverse quality factor $Q^{-1}$, the fractional energy loss per cycle.

From the mineralogical point of view, attenuation is potentially important as a very sensitive probe of temperature and minor element composition (Karato, 1993; Karato and Jung, 1998). Because attenuation is caused at the atomic scale by thermally activated processes, its magnitude is expected to depend exponentially on temperature. By analogy with the viscosity, the attenuation is expected also to depend strongly on the concentration of water, although there are as yet no experimental constraints on this effect. But with this promise come formidable challenges. Dissipative processes depend on defect concentrations and dynamics and/or the presence of multiple scales, such as grains and grain boundaries. These are much more challenging to study in the laboratory than equilibrium thermodynamic properties such as the elastic response.

2.02.5.2 Influence of Temperature

The most thorough study of attenuation is of olivine aggregates, specially fabricated to have approximately uniform grain size and minimal dislocation density (Gribb and Cooper, 1998; Jackson et al., 2002). Whether such samples are representative of the mantle is an important question, although at this stage, when experimental data are so few, the need for precise and reproducible results is paramount. The key results of Jackson et al. (2002) within the seismic frequency band ($\sim$1–100 s) and in the limit of small attenuation, are consistent with the following relations

\[ Q^{-1}(P, T, \omega) = A d^{-\omega} \omega^{-m} \exp\left(-\frac{\alpha E^* + PV^*}{RT}\right) \]  \[ \text{[14]} \]

where $\omega$ is the frequency, $d$ is the grain size, $m = 0.28$ is the grain size exponent, $\alpha = 0.26$, $E^* = 430 \text{kJ mol}^{-1}$ is the activation energy, $V^*$ is the activation volume, and $R$ is the gas constant. For the experimental value of $\alpha$, the factor multiplying $Q^{-1}$ in eqn [15] has the value 1.16. The activation volume is currently unconstrained, which means the influence of pressure on attenuation is highly uncertain, although this quantity has been measured for other rheological properties such as viscosity and climb-controlled dislocation creep in olivine. Partial melt in the amount of 1% increases $Q^{-1}$ by a factor that depends weakly on frequency and grain size and is approximately 2 in the seismic band and for plausible grain sizes (1–10 mm) (Faul et al., 2004). The influence of crystallographically bound hydrogen on the attenuation is currently unconstrained, although it is known that the viscosity decreases with increasing hydrogen concentration (Mei and Kohlstedt, 2000a, 2000b). The second relation makes the relationship explicit between attenuation and dispersion. Equations [14] and [15] are consistent with earlier theories developed primarily on the basis of seismological observations and the idea of a distribution of dissipative relaxation times in solids (Anderson, 1989).

An important consequence of eqn [15] is that, if the value of the frequency exponent is known, the strength of the dispersion depends only on the value of $Q^{-1}$. This means that it is possible directly to relate seismological velocity models to experimental measurements in the elastic limit. Knowing the seismological value of $Q^{-1}$ in order to compare with the seismological velocity model (Stixrude and Lithgow-Bertelloni, 2005a). These considerations are most important in the low velocity zone where 1000/$Q$ reaches 20 and the difference in velocity between the elastic limit and the seismic band may be as great as 2%.

Attenuation enhances the temperature dependence of seismic wave velocities and is important to consider in the interpretation of seismic tomography (Karato, 1993). The temperature derivative of eqn [15] is

\[ \frac{\partial \ln V(\omega)}{\partial T} = \frac{\partial \ln V(\infty)}{\partial T} = \frac{1}{2} \sec\left(\frac{\alpha \pi}{2}\right) Q^{-1} \frac{H^*}{RT^2} \]  \[ \text{[16]} \]
where $H^* = E^* + PV^*$ is the activation enthalpy. For $\alpha = 0.26$, $H' = 430 \, \text{kJ mol}^{-1}$, $1000/Q = 10$, and $T = 1600 \, \text{K}$, the second term is $-6 \times 10^{-7} \, \text{K}^{-1}$, nearly as large as the elastic temperature derivative neglecting the influence of phase transformations (Figure 11).

Laboratory studies predict large lateral variations in attenuation in the mantle. Over a range of temperature $1500-1600 \, \text{K}$, the attenuation varies by a factor of 2. This extreme sensitivity promises powerful constraints on the temperature structure of the mantle that are complimentary to those derived from the elastic wave speeds. Attenuation tomography reveals a decrease in $Q^{-1}$ with increasing lithospheric age from 0–100 Ma in the Pacific low velocity zone of approximately one order of magnitude (Romanowicz, 1998). Arcs appear to have exceptionally high attenuation (Barazangi and Isacks, 1971; Roth et al., 2000). Unraveling the relative contributions of partial melt, water concentration, and other factors (grain size?) to this observation will provide unique constraints on the process of arc magma generation. This program is still limited by the lack of experimental data on the influence of water content on $Q$.

### 2.02.5.3 Speculations on the Influence of Pressure

Comparisons of laboratory determinations to radial seismological models of $Q^{-1}$ reveal some surprises. The comparison is hampered by the fact that there are currently no experimental data at elevated pressure. Two models have been explored in the literature, eqn [14] with the activation volume assumed to be independent of pressure and temperature, and the homologous temperature formulation in which activated properties are assumed to scale with the ratio of the absolute temperature to melting temperature (Weertman, 1970)

$$Q^{-1}(P, T, \omega) = A \omega^{-\alpha} \exp \left[ -\alpha \frac{gT_m(P)}{T} \right]$$  \[17\]

where $T_m(P)$ is the melting temperature as a function of pressure, and the parameter $g$ is assumed to be constant. Neither of these models resembles the variation of $Q^{-1}$ in the vicinity of the low velocity zone (Figure 15). The high attenuation zone in the mantle is much more sharply defined at its lower boundary than either eqn [14] or [17]. While the limited vertical resolution of the seismological $Q$ models cannot be overlooked, the comparison seems to imply either (1) eqns [14] and [17] do not represent the pressure dependence of activated processes, at least not those responsible for dissipation in the seismic band in the mantle; (2) there is a change in the composition or
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phase of the mantle at this depth, for example, a change in water content or partial melt fraction; (3) there is a change in the physical mechanism of attenuation at the base of the low velocity zone. Faul and Jackson (2005) have proposed that the base of the low velocity zone represents a rapid change in grain size with increasing depth, although the mechanism by which such a change could occur is uncertain.

### 2.02.6 Conclusions

Over the past decade, studies of the seismic properties of major earth forming materials have dramatically expanded in scope. The field has moved from measurements of the elastic properties of individual minerals at elevated pressure and temperature to now include studies of deformation mechanisms and their relationship to the development of anisotropy, attenuation, and dispersion, and the interplay between phase equilibria and elasticity in mantle assemblages approaching realistic bulk compositions. Major challenges remain in each of the mantle’s regions. Upper-mantle structure is remarkably rich and surprisingly full of features that resist explanation, such as the discontinuity structure and the high velocity gradient. Phase transformations are ubiquitous in the transition zone: there is no depth at which a transformation is not in progress, so that understanding this region will require the continued development of thermodynamic models of the mantle that are simultaneously able to capture phase equilibria and physical properties. The lower mantle still lies beyond the reach of many experimental techniques for measuring the elastic constants and most of our knowledge of elasticity in this region comes from first-principles theory. New physics in the lower mantle, including high-spin to low-spin transitions, the postperovskite transition, and valence state changes, promise new insights into the high-spin to low-spin transitions, the postperovskite transition, and valence state changes, promise new solutions to problems such as the anticorrelation between bulk- and shear-wave velocity variations, and fertile ground for new ideas. Many classic problems of the core, including its composition and temperature, seem to be yielding to new approaches and promise new constraints on the origin and evolution of Earth’s deepest layer. At the same time, the seismic structure of the inner core, including its anisotropy, heterogeneity, and layering, remains enigmatic.
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