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Structure and dynamics of liquid iron under Earth’s core conditions
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First-principles molecular-dynamics simulations based on density-functional theory and the projector aug-
mented wave~PAW! technique have been used to study the structural and dynamical properties of liquid iron
under Earth’s core conditions. As evidence for the accuracy of the techniques, we present PAW results for a
range of solid-state properties of low- and high-pressure iron, and compare them with experimental values and
the results of other first-principles calculations. In the liquid-state simulations, we address particular effort to
the study of finite-size effects, Brillouin-zone sampling, and other sources of technical error. Results for the
radial distribution function, the diffusion coefficient, and the shear viscosity are presented for a wide range of
thermodynamic states relevant to the Earth’s core. Throughout this range, liquid iron is a close-packed simple
liquid with a diffusion coefficient and viscosity similar to those of typical simple liquids under ambient
conditions.
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I. INTRODUCTION

The aim of this work is to use first-principles simulatio
to determine some of the basic properties of liquid iron
temperatures and pressures relevant to the Earth’s core
to present tests and comparisons which establish the reli
ity and robustness of the techniques employed. Many line
evidence show that the Earth’s core consists mainly of ir
with a minor fraction of light impurities.1–3 Since the inner
part of the core is solid and the outer part is liquid, a fi
grip on the properties of both solid and liquid iron under t
relevant conditions is crucial to understanding the beha
of the core, including its convective dynamics, heat tra
port, and the generation of the Earth’s magnetic field.

The laboratory investigation of iron under core conditio
is exceedingly difficult, because of the high pressures
temperatures needed. At the boundary between the ma
and the core, at a depth of;3000 km, the pressure is 13
GPa and the core temperature is believed to be;4000 K,4

while at the boundary between inner and outer core the p
sure is 330 GPa and the temperature is thought to be in
region of 5000 K. Experiments using the diamond-an
cell5–9 can be performed up to;200 GPa, and x-ray-
diffraction measurements on solid Fe have been made at
ditions approaching the core-mantle boundary.8,9 Beyond
this, shock measurements have given some informa
about the thermodynamic properties of solid and liqu
iron,10–12 but the temperature calibration of these measu
ments is difficult, and there are substantial disagreem
between the results. The shear viscosity of the liquid is
portant for understanding core dynamics, but has been
tremely controversial, with estimates from different sourc
spanning many orders of magnitude.13,14 The laboratory
PRB 610163-1829/2000/61~1!/132~11!/$15.00
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measurement of viscosities using the diamond-anvil cel
becoming feasible up to pressures of;10 GPa,15,16 but
great technical problems still need to be overcome bef
such measurements can be done under core conditions.

First-principles calculations based on density-functio
theory ~DFT!17–19 are becoming increasingly important i
the study of materials under extreme conditions, and a s
stantial effort has already been devoted to iron. It is w
established that DFT accurately reproduces the propertie
low-temperature body-centered cubic~bcc! iron at ambient
pressures, including the equilibrium lattice parameter, b
modulus, and magnetic moment,20,21 and phonon
frequencies.22 There has also been much DFT work on d
ferent crystal structures of Fe at high pressures, and exp
mental low-temperature results for the pressure as a func
of volumep(V) up to p5300 GPa for the hexagonal close
packed~hcp! structure are accurately predicted.20,21,23 Fur-
ther evidence for the accuracy of DFT comes from the s
cessful prediction of the transition pressure from the bcc
the hcp phase.20,23 Building on these successes, there ha
been extensive investigations22,23 of the relative stability and
properties of the main candidate crystal structures at p
sures up to core values.

Very recently, we have applied the pseudopotential/pla
wave formulation of DFT to calculate the properties of bo
solid and liquid iron under core conditions.21,24–26The great
advantage of this DFT formulation is that systems contain
tens or hundreds of atoms can be treated. Furthermore
forces on the atoms are readily calculated, so that dynam
simulations can be performed, and liquids in thermal eq
librium can be simulated. We have reported a brief study
the liquid structure,21 which showed that it is close packed
with a coordination number slightly above 12. We also
132 ©2000 The American Physical Society
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ported values for the diffusion coefficient, and we used
approximate Stokes-Einstein relation to infer values of
viscosity.24 Our results indicated that the viscosity ofl-Fe
under core conditions is roughly ten times greater than
of typical simple liquid metals under ambient condition
However, our liquid Fe simulations were performed on
very small system of 64 atoms, and we were unable at
stage to investigate system-size errors or errors due to o
technical factors such ask-point sampling. In addition, we
studied only a very small number of thermodynamic stat

Here we report the results of much more extensive fi
principles simulations covering a wide range of thermod
namic conditions, and we also describe the thorough stud
technical issues that we have now made. An important
vance over our previous work is that most of the pres
calculations are based on the projector augmented w
~PAW! formulation of DFT.27,28 This is an all-electron tech
nique which is closely related both to other standard
electron techniques like the linear augmented-plane-w
~LAPW! method,29 and also to the ultrasoft pseudopotent
method used in our previous work.21,24–26However, in con-
trast to other all-electron methods, PAW allows one to
dynamical first-principles simulations of the kind that a
routinely done with the pseudopotential approach. We rep
detailed tests on different crystal structures of Fe, wh
show that the PAW technique reproduces very accurately
available experimental data, as well as the results of prev
all-electron calculations. We describe the results of
liquid-state PAW simulations on a range of different syst
sizes, which allow us to give a quantitative assessmen
size errors and other technical factors. A further adva
over our earlier work is that we now calculate the viscos
directly from the Green-Kubo relation involving the stre
autocorrelation function,30 rather than estimating it from th
diffusion coefficient.

Details of our DFT techniques are given in the next s
tion, and the results of our tests on crystalline iron are
ported in Sec. III. Our detailed tests on the reliability of o
techniques for studying the liquid are presented in Sec.
where we also report results for the radial distribution fun
tion, diffusion coefficient, and viscosity of the liquid over
range of conditions. Discussion and conclusions are give
Sec. V.

II. METHODS

Density-functional theory is a general and extrem
widely used set of techniques for treating the energetics
condensed matter, and it has frequently been reviewed~see,
e.g., Refs. 18, 19, 31, and 32!. Originally formulated as a
method for calculating the energy of the electronic grou
state of collections of atoms for given nuclear positions,33,34

it was later generalized to calculate the electronic free ene
when the electrons are in thermal equilibrium at some fin
temperature35 ~again, for given nuclear positions!. Since
DFT also yields the forces on the nucleivia the Hellmann-
Feynman theorem, it is also possible to perform fir
principles molecular dynamics,17 in which the nuclear posi-
tions evolve according to classical mechanics under
action of the forces, while the electronic subsystem follo
adiabatically, either in the ground state or in the state
e
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instantaneous thermal equilibrium.
Implementations of DFT can be divided into all-electro

~AE! methods, in which both core and valence electrons
treated explicitly, and pseudopotential methods, in wh
only valence electrons are treated explicitly, their intera
tions with the cores being represented by a pseudopoten
AE methods, such as the well-known FLAPW~full-potential
linear augmented plane-wave! and FP-LMTO~full-potential
linear muffin-tin orbitals! schemes, are traditionally regarde
as more ‘‘rigorous,’’ but at present can be applied only
rather small numbers of atoms, and it is difficult to use th
for dynamical simulations. The pseudopotential approach
contrast, is routinely used for dynamical simulations on s
tems of tens or hundreds of atoms. First-row and transiti
metal elements used to be far more demanding with
pseudopotential approach, but the introduction of so-ca
‘ultrasoft’ pseudopotentials~USPP! ~Ref. 36! has largely
overcome these problems.

In the last few years, a new method, known as PA
~projector augmented wave! has been developed,27 which ef-
fectively bridges the divide between AE and pseudopoten
methods. It is an all-electron method, in the sense tha
works with the true Kohn-Sham orbitals, rather than orbit
that are ‘‘pseudized’’ in the core regions, and it has the sa
level of rigor as AE methods such as FLAPW. At the sam
time, it is very closely related to the USPP technique, a
reduces to this if certain well-defined approximations a
made, as shown in the recent analysis by Kresse
Joubert.28 The nuclear forces can be calculated in the sa
way as in pseudopotential methods, so that dynamical si
lations can be performed at essentially the same cost as
the USPP method. An extensive set of comparisons betw
the PAW, USPP, and AE approaches has recently b
presented28 for a variety of small molecules and bulk crys
tals, including Fe, Co, and Ni, and it is was shown that
three approaches give virtually identical results in m
cases. The only significant exception is ferromagnetic
where fully converged results are easier to obtain with PA
than with USPP. The present work makes direct use of
work of Kresse and Joubert, and was performed with
PAW facility developed in the VASP code.37,38 The details
of the core radii, augmentation-charge cutoffs, etc., in
present PAW work are exactly as in the Fe calculations
ported in Ref. 28.

It is known that under Earth’s core pressures it is n
accurate enough to neglect the response of the 3s and 3p
electrons to the high compression. The 3p response is mos
significant, and in order to achieve good accuracy we tr
both 3p and 3d as valence electrons. However, this make
very costly to do long dynamical simulations on large sy
tems, and we showed earlier21 that it is an accurate approxi
mation to treat the 3p orbitals as rigid provided the effect o
their response is included by an effective pair potential.~We
stress that nonlinear core corrections are included ev
where in the present work.! The procedure used to constru
this effective potential is as follows~see also Ref. 39!. We
calculate the total energies of an perfect hcp Fe crystal in
ways: in the first we include the 3p orbitals in valence, and
in the second we freeze them in the core. The effective p
potential is then constructed so as to reproduce the differe
of the energies between the two sets of calculations.
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accuracy of this procedure for treating 3p response is dem
onstrated in Sec. III in our comparison of the phonon f
quencies of the fcc phase at high pressure. In the follow
we refer to calculations in which 3p and 3s orbitals and
below are in the core as ‘‘Ar-core’’ calculations, and those
which 3p orbitals are included in the valence set buts
orbitals and below are in the core as ‘‘Ne3s2-core’’ calcula-
tions.

In the temperature rangeT.3000 K of interest here
thermal excitation of electrons is important, and through
this work we use the finite-temperature formulation
DFT.35 This means that each Kohn-Sham orbital has an
cupation number given by the usual Fermi-Dirac formu
This thermal excitation has an important effect both on
pressure in the system and on the nuclear forces, as wi
reported in detail elsewhere. However, it should be no
that this procedure ignores the possible temperature de
dence of the exchange-correlation functional about wh
little is currently known.

Further technical details are as follows. All the calcu
tions presented here are based on the form of genera
gradient approximation~GGA! known as Perdew-Wang
1991.40,41 In the very few spin-polarized calculations w
have performed, the spin interpolation of the correlation
ergy due to Vosko, Wilk, and Nusair was used.42 Brillouin-
zone sampling was performed using Monkhorst-Pack~MP!
special points.43 Most of the dynamical simulations on th
liquid were performed usingG-point sampling only, though
we shall report tests using morek points. The plane-wave
cutoff was 300 eV in all calculations. The extrapolation
the charge density from one step to the next was perform
using the technique described by Alfe`.44 The time-step used
in the dynamical simulations was 1 fs.

III. SOLID IRON

In order to demonstrate the robustness and reliability
the present PAW methods, we have calculated a rang
solid-state properties of iron and compared them with exp
mental values, and with the results of other DFT implem
tations, including FLAPW, FP-LMTO, and ultrasoft pseud
potentials. We also probe the effect of treating the valen
core split in different ways. We have taken pains to ens
that every result given by the present calculations is fu
converged with respect tok-point sampling, plane-wave cut
off, and all other technical factors.

In Table I, we report values of the equilibrium volumeV0
for the bcc and hcp structures, the bulk modulusK0 and its
pressure derivativedK0 /dp, and the magnetic momentm
per atom of the~ferromagnetic! bcc phase. In the calculatio
of K0 and K08 for bcc, the momentm is, of course, free to
change with volume. In the hcp case, the equilibrium va
of thec/a ratio is determined by minimizing the total energ
at fixed volume. Since in principlec/a can depend on vol-
ume, this must be taken into account in the calculations
K0 andK08 . In the region of zero pressure we find the val
c/a51.58, which agrees exactly with the calculated value
Ref. 20, and is in reasonable agreement with the experim
tal values in the range 1.58–1.61 reported in Ref. 45.
note the excellent stability of the results with respect to D
implementation, and the generally very good agreement w
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experimental values. We expect the most accurate varian
our PAW calculations to be the one based on the Ne3s2 core,
and V0 values calculated in this way agree with FLAPW
values to within 1% or better. The agreement betwe
PAW@Ne#3s2 and FLAPW results forK0 and K08 is also
excellent for hcp. The magnetic moment depends o
weakly on the DFT method. The agreement of our PA
results with experimental values is very good for bcc, b
less good for hcp. However, the experimental values forV0
andK0 in the hcp phase do not come from direct measu
ments at zero pressure~since the hcp crystal is unstable
this pressure!, but from an extrapolation from measuremen
at higher pressures. The reliability of the ‘‘experimenta
values is therefore not clear.

Our calculated phonon dispersion curves for the ze
pressure bcc phase are compared with experimental freq
cies in Fig. 1. The calculations were done using our imp
mentation of the small-displacement method described
Ref. 46. Small systematic differences can be seen for tra
verse modes at some wave vectors on theG2N andG2H
lines, but even at worst these do not exceed ca. 10%.

Figure 2 compares calculated values forp as a function of
V of the hcp crystal with experimental measurements due
Mao et al.45 On the scale of the figure, the PAW resul
obtained with the Ne3s2 core are indistinguishable from
those given by the Ar core plus pair potential, and are a
virtually identical to the FP-LMTO results of So¨derlind, Mo-
riarty, and Wills.23 There is a detectable difference from th
FLAPW results of Stixrude, Cohen, and Singh,20 but this is
smaller than the difference from the experimental valu

TABLE I. Properties of the bcc and hcp crystal structures of
at zero pressure obtained in the present PAW and USPP cal
tions compared with FLAPW and experimental values. Proper
reported are: the equilibrium volume per atomV0, the bulk modulus
K0, the pressure derivativeK08[dK0 /dp, and the magnetic momen
m per atom~units of Bohr magnetonmB). FLAPW results are those
of Ref. 20. Experimental results all come from Ref. 54, except
m, which comes from Ref. 55.

V0 K0 K08 m/mB

(Å 3) ~GPa!

bcc PAW @Ne#3s2 11.51 178 4.8 2.22
PAW @Ar# 11.47 176 4.8 2.23

PAW @Ar# 1 corr 11.53 176 4.8
USPP @Ne#3s2 11.63 181 4.6 2.25

USPP@Ar# 11.74 167 4.7 2.32
USPP@Ar# 1 corr 11.78 163 4.7

FLAPW 11.39 189 4.9 2.17
expt 11.80 162–176 5.0 2.12

hcp PAW @Ne#3s2 10.25 287 4.5
PAW @Ar# 10.19 289 4.5

PAW @Ar# 1 corr 10.26 288 4.5
USPP @Ne#3s2 10.35 291 4.4

USPP@Ar# 10.32 281 4.2
USPP@Ar# 1 corr 10.38 296 4.2

FLAPW 10.20 291 4.4
expt 11.2 208
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which itself is very small in the pressure rang
100–300 GPa of main interest in this paper.

A further test concerns the low-temperature coexiste
pressure of the bcc and hcp phases, which experimenta
in the range 10–15 GPa.47 The earlier FLAPW and FP
LMTO calculations both gave transition pressures of ca.
GPa. The present PAW calculations give 10, 12, and 13 G
for the PAW@Ne#3s2, PAW@Ar#, and PAW@Ar# 1 effective
pair potential, respectively, in reasonable agreement w
other values.

Finally, we report our comparison of phonon frequenc
of the high-pressure nonmagnetic fcc phase with the
LMTO calculations of So¨derlind, Moriarty, and Wills.23 Fre-
quencies were computed at the three volumes and four w
vectors studied in the FP-LMTO work, and their values a
compared in Table II. We note that this is not a very dire
comparison, since the FP-LMTO calculations were based
the LDA rather than the GGA used here. We have sho
elsewhere21 that the frequencies of fcc Fe increase sligh
when LDA is replaced by GGA, and this is consistent w
the difference shown in the table. However, the differen
are no more than a few percent. We also note that the P
frequencies obtained with the Ar core plus pair potential
almost identical to those given by the Ne3s2 core, the effect
of the pair potential is to increase the frequencies by 5–1

FIG. 1. Phonon dispersion curves of ferromagnetic bcc Fe
zero pressure along the@100#, @110#, and @111# directions. Curves
show calculated phonon frequencies, open squares are experim
data of Ref. 56.

FIG. 2. Pressure as a function of atomic volume of hcp Fe. S
circles are present PAW calculations; dotted and chain curves
FLAPW and FP-LMTO results of Refs. 20 and 23, respective
diamonds are experimental values of Ref. 45.
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This is useful evidence that the procedure of using the
core plus pair potential gives a good account of vibratio
as well as equilibrium properties.

Our overall conclusion from these tests is that our pres
PAW calculations appear to reproduce very accurately
properties of real crystalline Fe, and the differences fr
pseudopotential and standard all-electron implementation
DFT are extremely small. This provides a firm foundati
for our PAW simulations of liquid Fe presented in the ne
section.

IV. LIQUID IRON

A. A representative ab initio simulation

For orientation purposes, we present first the results
tained from a directab initio simulation of liquid iron at the
temperature T54300 K and the density r
510 700 kg m23, which corresponds roughly to condition
at the core-mantle boundary. This simulation was perform
on a system of 67 atoms, and usedG-point sampling. The
system was initiated and thoroughly equilibrated in a w
that will be described below. The duration of the simulati
after equilibration was 15 ps. The pressure was calculate
the course of the simulation and its value was 132 G
which should be compared with the value 135 GPa at
core-mantle boundary.

The radial distribution function~rdf! g(r ) from this simu-
lation is displayed in Fig. 3. It shows the form typical of re
and theoretical simple liquids such as liquid aluminum or
Lennard-Jones liquid. It is instructive to calculate the av
age coordination numberNc characterizing the number o
nearest neighbors surrounding each atom. This is define

Nc54pnE
0

r c
dr r 2g~r !, ~1!

wheren is the atomic number density andr c is the position
of the first minimum ing(r ). We find the valueNc513.2.
This is actually slightly greater than the coordination numb
of 12 exhibited by the close-packed hcp and fcc structu

at

ntal

d
re
,

TABLE II. Zone boundary phonon frequencies~THz units! of
fcc Fe from the present PAW calculations compared with the
LMTO results of Ref. 23. Results are shown for three values of
volume per atomV0. PAW results are given for both the Ne3s2

core and the Ar core plus effective pair-potential correction~see
text!.

V0 (Å 3) L@100# T@100# L@111# T@111#

6.17 FP-LMTO 19.6 13.6 22.0 9.56
PAW @Ne#3s2 20.4 14.0 22.9 9.61
PAW @Ar#1corr 20.2 13.7 22.9 9.42

7.55 FP-LMTO 13.4 10.1 15.9 7.19
PAW @Ne# 14.2 10.5 16.4 7.16

PAW @Ar#1corr 14.0 10.3 16.4 7.15

9.70 FP-LMTO 6.33 6.37 8.93 4.89
PAW @Ne#3s2 7.23 6.43 9.52 4.65
PAW @Ar#1corr 7.35 6.49 9.64 4.74
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and it is clear that the liquid structure displays a very de
form of packing. We note that by no means all monatom
liquids show this high coordination. Directionally bonde
liquids such asl-Se andl-Si have very much lower coordi
nation numbers (Nc.2 and 6 in these two cases!. The high
value of Nc we find for high-pressurel-Fe is evidence of
strong repulsive forces between the atoms and a comp
absence of directional bonding. This is, of course, not s
prising given the very high degree of compression.

We now pass to the self-diffusion coefficientD, which we
obtain from the asymptotic slope of the time-depend
mean-square displacement~MSD! ^ur i(t1t0)2r i(t0)u2&,

P~ t !5^ur i~ t1t0!2r i~ t0!u2&→6Dutu, ~2!

in the long-time limitutu→`. The quantityP(t)/6t from our
simulation is reported in Fig. 4. We also report in the figu
the statistical errors on the MSD, which we shall need
refer to later; these errors were estimated by calculating
MSD separately for every atom in the system and examin
the scatter of the results. As generally happens in sim
liquids, the asymptotic linear region in the MSD is attain
extremely quickly, after a transient period of only;0.3 ps.
The asymptotic slope gives the valueD5(5.26

FIG. 3. Radial distribution functiong(r ) of l-Fe at T
54300 K andr510 700 kg m23. Solid and dashed curves areab
initio and reference-model results, dotted curve is the differenc
the two.

FIG. 4. Mean-square displacementP(t) divided by 6t for l-Fe
at T54300 K and r510 700 kg m23. Solid and short-dashed
curves show results forab initio and reference system, with stati
tical error shown as dots and long dashes.
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0.2)31029 m2 s21. The value ofD is quite typical of
simple liquids under ambient conditions. For example,
diffusion coefficient of liquid Al near its triple point50 is
;831029 m2 s21. This indicates that the dynamics of th
atoms inl-Fe under the present thermodynamic conditions
not drastically affected by the high degree of compressio

The final quantity we examine is the shear viscosityh. In
our earlier work,24 we relied on the Stokes-Einstein relatio
to give a rough estimate of the viscosity, but we sub
quently showed that this indirect method is completely u
necessary, since the direct, rigorous calculation ofh using
the Green-Kubo relation is perfectly feasible.30 According to
this relation,h is given by

h5
V

kBTE0

`

dt^Pxy~ t !Pxy~0!&, ~3!

where^Pxy(t)Pxy(0)& is the stress autocorrelation functio
~SACF!, i.e., the autocorrelation function of the off-diagon
componentPxy of the stress tensor at times separated bt,
andV is the volume of the system. Techniques for calcul
ing the SACF are presented in Ref. 30, where it is noted
statistical accuracy is improved by taking the averagef(t)
of the five independent correlation functions of the tracel
stress tensorPxy , Pyz , Pzx , 1

2 (Pxx2Pyy), and 1
2 (Pyy

2Pzz).
The average SACFf(t) and its time-integral*0

t dt8f(t8)
for the present thermodynamic state are reported in Fig
with error bars for the time integral. We obtain from this th
value48 h58.561.5 mPa s. It is interesting to compare th
with the value that would be obtained from the Stoke
Einstein relation

Dh5kBT/2pa, ~4!

where a is an effective atomic diameter. In our previou
work, we took the effective atomic diametera to be the
nearest-neighbor distance in the close-packed solid ha
the same density, which in the present case is 2.15 Å. Us
the valueD55.231029 m2 s21 reported above, we obtain
the estimateh58.5 mPa s, which happens to be the sa
as the Green-Kubo value.

Useful though they are, the results we have just presen
are limited in two ways. First, there are technical limitation
Our results have been obtained from a rather small simula
system of only 67 atoms, and we must clearly try to sh
that they are not seriously influenced by size effects. Si
larly, we need to know that the results are not affected
other technical factors, such as the use ofG-point sampling,
the choice of the PAW technique rather than some otherab
initio technique, or the split that we have chosen betwe
valence and core states. The second limitation is that
have studied only one thermodynamic state. We want
know how the properties ofl-Fe vary over the range of con
ditions relevant to the Earth’s core. In overcoming both the
kinds of limitation, the notion of a reference system will b
very important, and we discuss this next.

B. The reference system

Sinceab initio simulation is very costly, it is difficult to
study size effects by directly simulating large systems. T
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is particularly difficult for dynamical properties like the di
fusion coefficient and the viscosity, since rather long sim
lations are needed. It will be therefore very helpful to ha
available a simple model or reference system which clos
mimics the behavior of the fullab initio system. We have in
mind a model in which the atoms interact through a sim
pairwise potentialf(r ), so that its total potential energyU0
is given by

U05
1

2 (
iÞ j

f~ ur i2r j u!. ~5!

If the reference system is to behave like theab initio system,
then its total energyU0 must closely resemble theab initio
total energy U. This means that the differenceDU[U
2U0 must be small. In fact, the requirement is sligh
weaker than this. It makes no difference to the therm
equilibrium structure or dynamics of the liquid if we add
constant to the total energy. So the requirement is really
the fluctuationsof DU should be small. We do not need
demand that the strength of these fluctuations be small

FIG. 5. ~a! Stress autocorrelation function@see Eq.~3!# norma-
lised to its t50 value of liquid Fe at T54300 K and r
510 700 kg m23. Solid and short-dashed curves showab initio
and reference-system results.~b! Viscosity integral~see text! of l-Fe
at the same thermodynamic state. Solid and short-dashed curv
in panel~a!; dotted and long-dashed curves show statistical err
-
e
ly

e

l-

at

er

the whole of configuration space. It suffices that they
small over the region explored by the atoms. Regions
configuration space rarely visited by the system should
given a low weighting in assessing the fluctuations, and
natural way to do this is to weight configurations with th
Boltzmann factor exp@2bU(r1 , . . . rN)#. The requirement is
therefore that the thermal average of the mean-square
tuations ofDU defined by^(DU2^DU&)2& be as small as
possible. Here, the thermal average^•••& can be evaluated
as a time average over configurations generated in theab
initio simulation. It will be noted that this requirement d
pends on thermodynamic state, so that the best model sy
may be different for different states.

We have every reason to expect that ourab initio liquid
can be well modeled by a simple reference system, since
have seen that its properties closely resemble those of typ
simple liquids. Initially, we attempted to use the Lennar
Jones ~LJ! model, in which f(r )54e@(s/r )122(r /s)6#,
where s and e characterize the atomic diameter and t
depth of the attractive potential well, respectively. We fou
that it is possible to chooses ande so that the fluctuations
dDU[DU2^DU& are reasonably small: the minimum rm
value that we achieved was@^(dDU)2&/N#1/250.18 eV (N
is the total number of atoms in the system!. However, the rdf
of the resulting LJ liquid differs appreciably from that of th
ab initio system. Further experimentation showed that a
better reference system is provided by a pure inverse-po
potentialf(r )5B/r a. After adjusting the parametersB and
a so as to minimize the strength of the fluctuationsdDU, we
achieved a much improved rms value@^(dDU)2&/N#1/2

equal to 0.08 eV. Bearing in mind thatkBT50.37 eV at the
temperature of interest, this represents a very satisfactor
to theab initio system. The resulting value of the exponenta
is 5.86, andB is such that forr 52 Å the potentialf(r ) is
1.95 eV. We should emphasize that there may be still be
reference systems. For example, the effective pair poten
for liquid Fe derived by Hausleitner and Hafner,49 which are
based on a simplified model of the electronic structure, mi
be used. These would have the advantage of being base
an analysis of mechanisms, rather than being a purely p
matic fit to ab initio calculations. However, we would the
lose the simple scaling relations associated with the inve
power model, which will be discussed in Sec. IV E.

The inverse-power reference system is so close to theab
initio system that its rdfg0(r ) is almost indistinguishable
from the rdf of theab initio system.~Naturally, in making
this comparison, we treat the two systems at exactly the s
thermodynamic state and using the same 67-atom repea
cell.! To show this, we plot the differenceDg(r )[g(r )
2g0(r ) in Fig. 3. The first peak has almost exactly the sa
height in the two cases, and the first minimum is also vir
ally identical; the difference of the two rdf’s consists main
of a slight shift of the first peak of the reference system t
smaller radius.

Since the reference system is so good, we should expe
to reproduce also the dynamics of theab initio system. To
test this, we compare in Fig. 4 the MSD of the referen
system with theab initio results, using again the 67-atom
repeating system. The two curves agree very closely for s
times, but there is a significant difference fort.0.1 ps,
which is well outside the statistical errors. The diffusion c
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efficients obtained for PAW and the reference model
5.231029 and 6.131029 m2 s21, respectively. Given tha
the peak position ofg(r ) is at a slightly smaller radius fo
the reference model, it is perhaps surprising that the mo
makes the atoms more mobile, but one should remember
the rdf describes only two-body correlations, and higher c
relations may well be important for diffusion.

Finally, we make the same comparisons for the stre
stress correlation function and its time integral~see Fig. 5!.
The asymptotic value of the viscosity integral is significan
smaller for the reference model — as one would expect fr
the higher diffusion coefficient in this case. Theab initio and
reference viscosities are 8.5 and 7.0 mPa s, respectivel
that they differ by ca. 20%, as would be expected from
Stokes-Einstein relation.

Our overall conclusion from these comparisons is that
simple inverse-power reference system with appropria
chosen parameters reproduces the structure of theab initio
liquid very well and its dynamics reasonably well. It will b
asked whether the same reference system also works
other thermodynamic states, or whether the parametersB and
a have to be refitted for every state. This question will
answered in Sec. IV E.

C. Size effects

As an aid to addressing size effects, we have performe
number ofab initio simulations at the same thermodynam
state as before (T54300 K, r510 700 kg m23), using
cell sizes ranging from 89 to 241 atoms. The preparation
equilibration of these systems were done using the inve
power reference system. Since the latter so closely mim
theab initio system for the 67-atom cell, it should provide
well equilibrated starting point forab initio simulation of
larger systems. The duration of all theab initio simulations
after equilibration was 1 ps.

A duration of 1 ps is enough to give excellent statistic
accuracy for the rdf, so our examination of size effects
g(r ) was done using theab initio simulations directly. We
find that the dependence ofg(r ) on system size is so sma
that it cannot easily be seen on simple plots ofg(r ). To show
these effects, we therefore plot the differencesgN(r )
2gN8(r ) between the rdf’s for different numbers of atom
These differences are reported in Fig. 6 for (N,N8) equal to
(127,67) and (241,127). The difference betweeng67(r ) and
g127(r ) is small and comes almost entirely in the region
the first peak; the same is true of the difference betw
g127(r ) andg241(r ).

We have also looked for size effects by studying how w
the inverse-power reference system constructed by fittin
the 67-atom system reproduces the total energy of the la
systems. We find that the rms strength of the fluctuati
@^(dDU)2&/N#1/2 observed in the 1 psab initio simulations
for the larger systems is essentially the same as what
found for the 67-atom system. This confirms that the ref
ence system mimics the largeab initio systems as well as i
mimics the small one.

A duration of 1 ps is too short to study size effects onD
and h directly from theab initio simulations: comparison
between results for different system sizes would be vitia
by statistical noise. However, since the reference model
e
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pears to work equally well for all system sizes, we can
gitimately use this model to study size effects. We ha
therefore calculatedD andh from simulations of the refer-
ence model, using simulations lasting for 500 ps after equ
bration. The results are reported in Table III. We note thaD
increases slightly as we go to larger systems. The effec
system size onD in hard-sphere systems was studied
Erpenbeck and Wood,51 who showed that the calculation o
D with 64 atoms would underestimate its value by ca. 20
This is in the same direction as the effect we are seeing,
in our case the error appear to be less than 10%. Accord
to the Stokes-Einstein relation, we would expect a decre
of h with increasing system size, but this is not clear fro
our results.

D. Other technical factors

We made tests to assess the influence of Brillouin-z
sampling. Sinceab initio simulations using manyk points
are very demanding, we have adopted an indirect appro
Instead of performing directab initio simulations with many
k points, we have drawn sets of atomic positions$r i% from
the G-point simulation, and calculated the total energyUP
with 4 MP k points for these configurations. We then com
pute the rms strength of the fluctuations@^(dDUP)2&/N#1/2,
where dDUP denotes the fluctuationUP2U12^UP2U1&,

FIG. 6. Comparison of radial distribution functiong(r ) from ab
initio simulations ofl-Fe using different system sizes. Solid, lon
dash, and short-dash curves showg(r ) for systems of 67, 127, and
241 atoms; dotted and chain curves show differencesgN(r )2gN8
for (N,N8) equal to~127,67! and ~241,127!, respectively.

TABLE III. Comparison ofab initio and reference-model value
of the diffusion coefficientD and the viscosityh for simulatedl-Fe
systems containing 67, 127, 241, and 499 atoms atT54300 K and
r510 700 kg m23. PAW results are given for the Ne3s2 core and
the Ar core with pair-potential correction~see text!.

67 127 241 499

D (1029 m2 s21) PAW @Ne#3s2 4.860.2
PAW @Ar# 1 corr 5.260.2

Ref. model 6.1 6.2 6.4 6.5

h (mPa s) PAW @Ne#3s2 5.562
PAW @Ar# 1 corr 8.561

Ref. model 7.0 7.5 7.0 6.5
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with U1 the G-point energy. This rms fluctuation strength
0.02 eV, which is much smaller then the rms fluctuati
between theab initio (G-point! system and the referenc
system. This implies that the expected error inD and h
would be barely noticeable, certainly smaller than the sta
tical errors on these quantities.

In order to test the reliability of using the Ar core plu
effective pair potential~see Sec. II!, we did a simulation of
the liquid at the same thermodynamic state as before,
with the Ne3s2 core. The duration of this simulation was 4
ps. The rdf for this simulation was almost identical to th
obtained with the Ar core, the difference being somew
smaller than the size-effect difference betweeng(r ) for 67
and 127 atoms discussed above. Finally, we have comp
g(r ) obtained in the present PAW simulations with the o
given by our earlier simulations21 at the same thermody
namic state, which were based on ultrasoft pseudopoten
Here again, the difference is no bigger than the size ef
between 67 and 127 atoms.

Our conclusion from these tests is that our simulations
completely robust with respect to size effects,k-point sam-
pling, the split between valence and core states, and the
of PAW rather than the pseudopotential approach.

E. Dependence of liquid properties on thermodynamic state

In addition to the simulations reported in Sec. IV A, w
have also performed PAW simulations at the 15 thermo
namic states listed in Table IV, all these simulations be
done on the 67-atom system. With these simulations,
cover the temperature range 3000–8000 K and the pres
range 60–390 GPa, so that we more than cover the rang
interest for the Earth’s liquid core. The table reports a co
parison of the pressures calculated in the simulations w
the pressures deduced by Anderson and Ahrens52 from a
conflation of experimental data. Our first-principles pressu
reproduce the experimental values to within 2 –3% at l
densities, but they are systematically too high by ca. 7%
high densities. It is not clear yet whether the high-dens
discrepancies indicate a real deficiency in theab initio cal-

TABLE IV. Pressure~GPa units! calculated in the full set of 16
ab initio simulations ofl-Fe. Experimental values~in parenthesis!
are from Ref. 52.

r (kg m23)

T (K) 9540 10 700 11 010 12 130 13 300

3000 60

4300 132
~135!

5000 140
~145!

6000 90 151 170 251 360
~155! ~170! ~240! ~335!

7000 161 181 264 375
~250! ~350!

8000 172 191 275 390
~360!
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culations rather than problems in the interpretation of
experimental data. We are currently using free-energy ca
lations to study the thermodynamics of the liquid in mo
detail, and we hope that this will shed light on the questi

Rather than reporting detailed results forg(r ), D, andh
at each thermodynamic state, we can exploit the propertie
the reference system to present the results in a compact f
We have taken the reference system fitted to theab initio
simulations atT54300 K andr510 700 kg rmm23, and
examined the fluctuationsdDU in the ab initio simulations
done at the other thermodynamic states. We find that
strength of the fluctuations is not significantly greater
these other states than it was for the state for which
model was fitted. This strongly indicates the same refere
model, with exactly the same parameters, mimics the fi
principles system~almost! equally well at all thermodynamic
states.

The invariance of the reference system implies a tr
remarkable simplicity in the variation of the liquid propertie
with thermodynamic state. It has long been recognized
the properties of an an inverse-power system in thermal e
librium depend nontrivially only on a single thermodynam
variable, rather than on temperatureT and number densityn
independently.53 This variable is

z5Bna/3/kBT. ~6!

Any other dimensionless combination of the parametersB, T,
andn is a function only ofz. This means, for example, tha
the rdfg(r ), since it is dimensionless, can depend only onz,
provided it is regarded as a function of the dimensionl
distancej[n1/3r . To formulate this statement precisely, l
us define the ‘‘reduced’’ rdfḡ(j) as

ḡ~n1/3r !5g~r !. ~7!

Then ḡ(j) must be a function only ofz. Similarly, the re-
duced diffusion coefficientD̄ and viscosityh̄, defined by

D̄5~m/kBT!1/2n1/3D, h̄5~mkBT!21/2n22/3h, ~8!

can depend only onz.
To show thez dependence of the rdf, we report in Fig.

the rdf g(r ) for the five temperatures 4300, 5000, 600

FIG. 7. Variation ofg(r ) with temperature fromab initio simu-
lations of l-Fe at the fixed densityr510 700 kg m23. Results are
shown for the five temperaturesT54300, 5000, 6000, 7000, an
8000 K.
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TABLE V. The diffusion coefficientD and the viscosityh from ab initio simulations ofl-Fe at a range
of temperatures and densities. The error estimates come from statistical uncertainty due to the short
of the simulation.

r (kg m23)

T (K) 9540 10 700 11 010 12 130 13 300

D (1029 m2 s21) 3000 4.060.4
4300 5.260.2
5000 7.060.7
6000 1461.4 1061 960.9 660.6 560.5
7000 1361.3 1161.1 960.9 660.6

h (mPa s) 3000 663
4300 8.561
5000 663
6000 2.562 562 763 863 1565
7000 4.562 462 863 1063
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7000, and 8000 K at the same densityr510 700 kg m23;
the corresponding values ofz are 4.51, 3.88, 3.23, 2.77, an
2.43. The effect of varying temperature~or z) is clearly not
dramatic, and consists of the expected weakening and br
ening of the structure with increasingT. Since the variation
is so regular, we can obtainḡ(j) for any intermediate value
of z by simple linear interpolation between the curves. W
this information, we can then test explicitly our expectati
that ḡ(j) depends only onz. To do this, we go to states a
other densitiesr and compare the reduced rdf with theḡ(j)
for the samez but for the densityr510 700 kg m23. We
find that the agreement is excellent; indeed, the differen
betweenḡ(j) at the samez but different density are eve
smaller than those betweeng(r ) for ab initio and reference
model discussed in Sec. IV A. This shows that the rdf
any thermodynamic state in the range we have studied ca
obtained directly from the results shown in Fig. 7.

Since most of the simulations reported in Table V a
rather short — typically no more than 4 ps — the statisti
accuracy onD andh is not great. Numerical results, togeth
with error estimates obtained as in Sec. IV A, are reporte
Table V. If the reduced quantitiesD̄ andh̄ defined in Eq.~8!

depend only onz, then a plot ofD̄ againstz should consist
of a single curve, and similarly forh̄. This hypothesis is
tested in Fig. 8, and appears to be satisfied within the~sig-
nificant! errors. This means that the diffusion coefficient a
viscosity at any thermodynamic state in the range we h
studied can be deduced from the data in Fig. 8.

V. DISCUSSION AND CONCLUSIONS

The ab initio simulations we have presented demo
strate that under Earth’s core conditionsl-Fe is typical
simple liquid. In common with other simple liquids lik
l-Ar and l-Al, it has a close-packed structure, the coo
dination number in the present case being ca. 13. For
entire pressure-temperature domain of interest for the Ea
outer core, the diffusion coefficientD and viscosityh are
comparable with those of typical simple liquids,D being ca.
d-
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531029 m2 s21 and h being in the range 8 –15 mPa
depending on the detailed thermodynamic state.

We have shown that the structural properties ofl-Fe are
reproduced very accurately and the dynamical proper
fairly accurately by an inverse-power model, and con
quently that they display a remarkable scaling property.
stead of depending onT and n separately, their only non
trivial dependence is on the combined thermodynam

FIG. 8. Reduced diffusion coefficientD̄ and viscosityh̄ as a
function of reduced state variablez ~see text! from ab initio simu-
lations of l-Fe at 12 thermodynamic states. Error bars show sta
tical uncertainty on each point.
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variable z discussed in Sec. IV E. Since the Earth’s ou
core is in a state of convection, the temperature and den
will lie on adiabats. It is straightforward to show that th
variation of z along adiabats will be rather weak. For e
ample, if we take the data for high-pressure liquid iron co
piled by Anderson and Ahrens,52 then the adiabat forT
56000 K at the inner core boundary~ICB! pressure 330
GPa hasT54300 K at the core mantle boundary~CMB!
pressure of 135 GPa. Taking the densities at these two po
from the same source, we find values ofz equal to 4.85 and
4.51 at the ICB and CMB, respectively. Figure 7 shows t
this small variation ofz leaves the liquid structure virtually
unchanged, apart from a trivial length scaling. For all pr
tical purposes, then, it can be assumed that variation of t
modynamic conditions across the range found in the core
almost no effect on the liquid structure. For the same r
sons, the reduced diffusion coefficientD̄ and viscosityh̄ also
show little variation. From the results reported in Sec. IV
it is readily shown that the true~unreduced! diffusion coef-
ficient D is 560.531029 m2 s21 without significant varia-
tion as one goes from ICB to CMB pressures along
above-mentioned adiabat, andh goes from 1565 to 8.5
61 mPa s along this adiabat.

We have made strenuous efforts to demonstrate the
bustness and reliability of the calculations. Our results on
solid show that the predictions from our pseudopotential
PAW ab initio techniques agree very closely both with e
periment and with the results of other all-electron calcu
tions. This is true both at ambient pressures and at Ear
core pressures. For the liquid, we have shown that our res
are completely robust with respect to all the main techn
factors: size of simulated system,k-point sampling, choice of
ab initio method, and split between core and valence sta
At present,ab initio dynamical simulations of the type pre
sented here are only practicable with the PAW or pseudo
tential techniques. However, our comparisons leave li
doubt that if such simulations were feasible with other D
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techniques, such as FLAPW, virtually identical results wou
be obtained. In addition, we have been able to compare
calculated pressure in the liquid with values deduced fr
experiments, and again the good agreement supports th
lidity of our techniques.

Finally, we note the implications of this work for the con
troversy about the viscosity of the Earth’s core. In our ear
work on this problem, we presentedab initio simulations on
a 64-atom system and used results for the diffusion coe
cient together with the Stokes-Einstein relation to argue t
the viscosity of purel-Fe under core conditions is ca
13 mPa s. Although we regarded this prediction as soun
was certainly open to the objection that the simulated sys
was too small, and that the viscosity was inferred indirec
We believe that the present work has completely overco
both these objections, as well as giving results for the v
cosity over a wide range of conditions. We fully confirm o
earlier conclusion that the viscosity of pure liquid iron und
Earth’s core conditions is at the lower end of the range
proposed values.

In conclusion, l-Fe under Earth’s core conditions is
simple liquid with a close-packed structure and a coordi
tion number of 13, and a viscosity going from 15
8 mPa s as conditions go from the the inner-core bound
to the core-mantle boundary. These results are comple
robust with respect to system-size effects, choice ofab initio
method, and other technical factors.
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