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Previous work has demonstrated that for many materials, surface energies s calculated by density functional theory (DFT)
methods depend significantly on the exchange-correlation (xc) functional used. This could pose significant problems when
using DFT for predicting structures of nanocrystals both in vacuum and on substrates. Here, we present initial results from a
systematic study of s, for a series of ionic materials using the VASP code and its projector augmented wave implementation
of DFT. Calculations on LiH andMgO presented here were performed using four of the functionals available in VASP (LDA,
PW91, PBE and RPBE) along with the recent Wu–Cohen modification of PBE. The results we present show that there is
indeed a significant variation in s due to differing functionals. Furthermore, we are able to ascertain which functionals gave
the most accurate results by performing calculations of s for LiH using diffusion quantum Monte Carlo methods that are
generally accepted to be significantly more accurate, albeit more expensive, in calculating these quantities.
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1. Introduction

Over the past 20 years, density functional theory (DFT)

[7,8] has become the most popular electronic structure

method for a variety of applications. This is mainly due to

its relative low cost and general accuracy for the systems

being studied. The main approximation in DFT is, of

course, the form of the exchange-correlation (xc)

functional, having developed from the relatively naive

local density approximation (LDA) through the various

implementations of the generalised gradient approxi-

mation (GGA) to the more recent hybrid functionals that

include empirical data. Despite DFT’s wide use in surface

modelling, there is evidence scattered throughout the

literature that the results may be strongly affected by the

xc used. When one considers the surface formation energy

(s), which is the reversible work done per unit area in

creating a surface in a given crystal, the results are

particularly worrying. Here, the rather limited work

available seems to suggest that this rather important

quantity in surface science is consistently underestimated

by about 30% by the more advance GGA xcs, whereas the

more naive LDA approximation seems to reproduce

experiment [2,18] (Tables 1 and 2).

In this study, from which we are presenting some

preliminary results, we are looking at a variety of ionic

solids. We firstly calculate the bulk properties of each

solid using DFT and four different xcs, namely: the

Perdew–Wang xc (PW91) [13], PBE [14], the revised form

of PBE (rPBE) [6] and the recent Wu–Cohen modification

of PBE (WC) [17]. From this, we are able to see the

expected dependence on xc of the various bulk properties.

We then calculate the surface formation energy using the

different functionals. As experimental data are simply

unavailable for many systems and for others have error bars

comparable with the differences between xcs, we follow the

previous work on this subject in using the diffusion Monte

Carlo (DMC) [5] method to produce a benchmark by

which to measure the DFT functionals. DMC is a

theoretically exact method, where the wavefunction for the

many-body Schrödinger equation is represented by a number

of walkers, whose motion is governed by a drift–diffusion

Green’s function, whose evolution in imaginary time

projects out the groundstate wavefunction. As this method

models the same regime as DFT (zero temperature with no

zero-point motion) and the only uncontrolled error is the

‘fixed-node’ error introduced by the fermion-sign problem,

this should provide a very good way of benchmarking the

accuracy of the DFT values.

2. Methods

In order to reduce what would amount to a bias towards

one particular method, it was decided that the lattice

parameter used for each xc and for QMC would be the

equilibrium lattice parameter for that particular method,

breaking from previous work, where the experimental

lattice parameter was used throughout. Hence, the first step

in the calculations was to obtain the bulk properties of the
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system for each method. This was done in the usual way by

obtaining the total energy of the crystal at several different

primitive cell volumes and then fitting this to a Birch–

Murnaghan equation of state. When calculating the surface

energies, previous studies have shown that the traditional

method of just subtracting the appropriate amount of bulk

crystal energy from the total energy of a given thickness of

slab can lead to inaccurate results. We therefore decided to

use a more recent method [4], where the total energy of

several different thicknesses of slab are fitted to:

Eslab ¼ 2Asþ NEbulk ð1Þ

where N is the number of layers, A the surface area of the

slab and Ebulk the energy of the bulk crystal per layer

(obtained here by fitting). This method allows for a

significant cancellation of errors and as such seems to give

good values for s.

There is also the question of the geometry of the atoms

at the surface of the slab. With DFT it is fairly easy to let

these atoms relax whereas with DMC this would be a

particularly expensive and time-consuming task (far more

expensive in fact than the rest of the calculations). One

solution would have been to use the relaxed geometry

from a DFT run in the DMC calculations, but this would

inherently bias the DMC result. Therefore, it was decided

that the DMC calculations would be done just with the

bulk-terminated slabs and the DFT calculations done with

both bulk-terminated and relaxed slabs. This would allow

us not only to compare the DFT and DMC results directly,

but also to see how big an effect the surface relaxation

actually is.

2.1 DFT

The DFT work consisted of projector augmented wave

calculations done with the VASP [9] code and the pseudo-

potentials supplied with the code. The convergence of total

energy with respect to k-point sampling was achieved to

within 1 meV per formula unit. This required a 7 £ 7 £ 7

Monkhorst–Pack grid for bulk LiH and 8 £ 8 £ 8 for bulk

MgO. For the slabs, there was also the thickness of the

vacuum layer to be taken into account (as the simulation

was periodic in the z-direction). Here, convergence of total

energy to within 10meV per layer was achieved with

vacuum layers of 2a0 for LiH and ð3=2Þa0 for MgO (with

a0 being the equilibrium lattice parameter). Slabs of

thickness between 1 and 15 atomic layers were calculated

with finite-size effects causing us to discard layers 1–2.

At the end, we achieved convergence for the surface

energies of 0.002 J/m2.

2.2 QMC

The DMC method allows us to project out the exact

groundstate for a given system. However, due to the

fermion-sign problem, for fermionic systems, we are

required to know a priori all the locations, where the

wavefunction is zero (the nodal surface). The usual

method therefore is to generate a trial wavefunction (in the

form of a Slater determinant) using DFT, which fixes the

nodal surface. This is then multiplied by a Jastrow factor

(containing usually electron–electron, electron–nucleus

and electron–electron–nucleus correlation terms) deter-

mined by a variational Monte Carlo (VMC) calculation, in

order to reduce the cost of the subsequent DMC

calculations. This makes the method variational as we

are only projecting out the lowest energy state for the given

nodal surface; however, this error is usually quite small.

Table 1. DFT bulk parameters: lattice constant (a0) and bulk
modulus (B0).

Functional

LiH MgO

a0ð �AÞ B0 (GPa) a0ð �AÞ B0 (GPa)

LDA 3.9510 40.5 (5) 4.1690 172.26 (5)
PW91 4.0215 36.37 (9) 4.2543 151.3 (2)
PBE 4.0232 36.53 (8) 4.7062 150.4 (2)
rPBE 4.0302 34.8 (1) 4.2954 142.2 (3)
Wu–Cohen 3.9834 37.00 (8) 4.2356 155.9 (1)

DMC 4.006 35.7 (1) – –

Table 2. DFT surface energies.

Functional

s (J/m2)

LiH MgO

Bulk terminated Relaxed Bulk terminated Relaxed

LDA 0.4663 0.4586 1.1807 1.1662
PW91 0.3435 0.3342 0.9233 0.9051
PBE 0.3365 0.3273 0.9107 0.8920
RPBE 0.2723 0.2598 0.7807 0.7592
Wu–Cohen 0.4105 0.4024 1.0276 1.0100

DMC 0.36 (1) – – –
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Thus, we used the PWscf code from the Quantum

Espresso [3] package to generate the trial wavefunction

and the Casino [12] code to perform the VMC and DMC

calculations. In order to reduce the expense of the

calculations, the Dirac–Fock pseudo-potentials by Trail

and Needs [15,16] were used. These are quite hard and

thus required quite a high plane-wave cut-off (300 Ry) in

PWscf. The wavefunction was then re-expanded in

b-spline functions (blips) [1] in order to increase the

efficiency of the QMC calculations.

DMC is susceptible to two further errors: firstly, the

Green’s function is only valid in the limit of an infinitely

small timestep in the evolution in imaginary time.

Convergence of the total energy to less than 10 meV per

formula unit was achieved with timesteps of 0.025 a.u. for

the bulk and 0.01 a.u. for the slabs. Secondly, DMC suffers

from finite-size errors that come about due to the periodic

interactions between simulation cells. These decrease as

the size of the simulation cell is increased and can be

corrected for. In the bulk crystal, we used the recently

proposed method of Kwee et al. [10] (implemented in

PWscf by Dr Ester Sola), which corrects for both the

single- and two-body effects. This involves correcting as

follows:

E ¼ EDMCðLÞ þ ELDAð1Þ2 EKZKðLÞ ð2Þ

where EDMC is the raw DMC energy at cell size L £ L £ L,

ELDA(1) the converged LDA energy and EKZK(L) the

calculation done with the Kwee et al. xc at a single k-point

and E is the corrected total energy.

For the surface, the KZK functional form breaks down

due to its dependence on simulation cell volume so the

usual single-body LDA correction was used:

E ¼ EDMCðLÞ þ ELDAð1Þ2 ELDAðLÞ ð3Þ

where ELDA(L) is the LDA energy at a single k-point.

Slabs of thickness between one and six atomic layers

were calculated, with a free boundary condition on the

z-axis. Slabs with one and two layers were neglected

because of finite-size effects.

3. Results and discussion

As expected, we have quite clearly seen a bias in the bulk

parameters for the systems studied with respect to the xc

used. Given the nature of the DFT simulations (zero

temperature and the lack of zero-point energy corrections)

comparison with experiment here is not particularly

useful, but the DMC values would suggest that the

predictions of PW91 and PBE are good for LiH.

When looking at the surface formation energy, this

dependence is even more pronounced with rPBE

producing energies of almost half that of the LDA.

Clearly, this is an unacceptably large variation. For LiH,

we can see that the PW91 and PBE xcs provide quite good

agreement with DMC. However, previous results on both

Pb surfaces [18] and MgO [2] have demonstrated good

agreement between LDA and DMC, with the GGA

functionals in these cases underestimating the DMC value

by around 30%. One explanation for this could be that

DFT relies on lucky cancellations of errors in order to

reproduce accurate surface energies. It is also good to note

that the effect of relaxation of the surface structure on s is

indeed small as we assumed, validating our approach of

only comparing bulk-terminated surfaces with DMC.

We note that the previous DMC and DFT calculations

on MgO [2] were performed with the experimental lattice

parameter and as such more work needs to be done on the

dependence of s on the lattice parameter for a fuller

comparison to be made.

Calculations are ongoing to extend the number of

systems studied and the DFT results seem to support the

trends outlined here. An interesting possibility is the use of

high-level quantum chemistry, which has already been

successfully used to calculate the cohesive energy of LiH

[11] and could also be used to calculate surface energies.

This would be a great step forward and, of course, would

give another independent benchmark with which to

compare DFT and indeed DMC.

In summary, we have demonstrated that there is indeed

a significant dependence of both bulk properties and

surface energies on the DFT xc functional used and

demonstrated, in the cases of LiH and MgO, that the

relaxation of the surface contributes a relatively small

amount to the total surface energy. Finally, we have

presented DMC results for LiH showing the xcs that give

the best agreement are the PW91 and PBE implementation

of the GGA.
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