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Ab initio melting curve of copper by the phase coexistence approach
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Ab initio calculations of the melting properties of copper in the pressure range 0—-100 GPa are
reported. Theb initio total energies and ionic forces of systems representing solid and liquid copper
are calculated using the projector augmented wave implementation of density functional theory with
the generalized gradient approximation for exchange-correlation energy. An initial approximation to
the melting curve is obtained using an empirical reference system based on the embedded-atom
model, points on the curve being determined by simulations in which solid and liquid coexist. The
approximate melting curve so obtained is corrected using calculated free energy differences between
the reference andb initio system. It is shown that for system-size errors to be rendered negligible

in this scheme, careful tuning of the reference system to repraadeitio energies is essential.

The final melting curve is in satisfactory agreement with extrapolated experimental data available up
to 20 GPa, and supports the validity of previous calculations of the melting curve up to 100 GPa.
© 2004 American Institute of Physic§DOI: 10.1063/1.1640344

I. INTRODUCTION initio calculations of the melting properties of copper up to
100 GPa, based on the simulation of coexisting solid and
The last few years have seen a major effort to calculatéiquid phases.
high-pressure/high-temperature phase diagrams, including Almost all ab initio melting calculations have involved
melting curves, usingb initio methods based on density- the use of “reference” systems, consisting of empirical total-
functional theory(DFT).® In the case of melting, this re- €nergy functions designed to mimic thb initio system. The
quires accurateb initio calculations on sufficiently large US€ Of reference systems has been essential up to now, be-

simulated systems representing both the solid and the quuidt:).""ust‘)3 of _IimiFatiolns_ on thle sizeHof system;hat can be tLe_a;ed
For some materialgb initio melting curves are in satisfac- y ab Initio simulations alone. However, the ways in whic

. . ) . the reference models have been constructed and applied dif-
tory agreement with experimental data; an example is ou

t K luminuin oth th disturb lrer greatly, and the differences certainly account for some of
recent work on aluminum.in other cases, there are disturb- y, disagreements between nominally equival@ntinitio

ingly large disagreements; conflicts between theory and €Xs5cjations. One approach is to fit a parametrized reference
periment for transition metals are discussed in Refs. 6 and #,,0del to ab initio calculations on representative sets of
and the case of iron has been controversfalhese dis- atomic positions in the solid and liquid states, and to calcu-
agreements raise questions about the reliability of both thgste melting properties using the reference md&adé&l.
theoretical and the experimental techniques. In additionwhether the reference melting calculations are done by
there are sometimes unexpected disagreements between difmulating solid and liquid in coexistence or by computing
ferent ab initio approaches to the calculation of melting the solid and liquid Gibbs free energies and requiring them to
properties, as in recent work on ir6fi° There thus remains b€ equal, system size errors can be effectively eliminated by
a pressing need for further comparisons both betwaen using very Iarge simulated systems. However, melting results
initio calculations and experimental data and between differoPtained in this way may not be satisfactory, since they de-

ent theoretical approaches. To this end, we report are pend on the faithfulness with which the reference model
' ' mimics theab initio system. To obtain fullyab initio results,

it is essential to correct for the differences between the ref-
dElectronic mail: l.vocadlo@ucl.ac.uk erence andb initio total-energy functiond
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The most complete way of going from referenceato  [I. METHODOLOGY
initio melting properties is to follow the free-energy route,

o . . We first outline briefly the overall scheme in whielp
and to use thermodynamic integration to compute the shlftsmtio melting broperties are calculated by performing coex-
of solid and liquid free energies due to the differences of g prop yp g

f &b initi | ¢ ion&? If this | istence simulations on a reference system and then applying
reference an Initio total-energy functions” 1T IS IS e ctions based on the free-energy differences between the

done, the choice of reference model has no effect whatevehterence andb initio systems; for full details, see Ref. 11.
on the final results. Alternatively, if the reference melting\we denote byU (r;...ty) and U(ry...ry) the total-
properties are obtained by coexistence simulations, then, premergy functions of thab initio and reference systems as a
vided the differences between reference abdinitio total-  function of ionic positions; . In generalU . is represented
energy functions are small, free energy corrections can againy a parametrized model, which is optimized at each thermo-
be made to obtain the fullpb initio melting properties. In  dynamic state, as described below, so tbai; reproduces
recent work! on high-pressure Fe, we demonstrated that théJ s as precisely as possible. At a given pressiRethe
free-energy and coexistence approaches do in practice yielfielting temperatures associated with,, and U are de-
essentially identical results, provided the free energy corredioted by Tp and Tiv', respectively. The reference melting
tions are included(We note in parentheses that in very re- temperaturél’{ﬁf is determined by coexistence simulations on
cent work on the melting of aluminuwe have shown how the reference systefsee below and we then apply correc-

: P Al
reference systems can be completely avoided by dabct t|onT tohObtame ' lculati c bl
initio molecular dynamics simulations on coexisting solid n the present calculations on Cu, we are abe to use

L . reference models that mimic thab initio solid and liquid
and liquid; however, this direct approach can at present onl : . :
. . ery precisely, so that it suffices to use the lowest-order cor-
be used for very simple materials.

. . . rection formula:
As in our previous work on Fe meltifythe present

work is based on the projector augmented wé&Raw)*>14 AG'S(T'e)
implementation of DFT. Copper was chosen for this work for AT=Th _T:ﬁf” —as
several reasons: First, the response of @he3d electrons Stet
must be explicitly included, so that the treatment of Cu meIt-Here,S'rzfE S',ef— S is the difference between the entropies
ing tests essentially the same techniques that we used for Fef. the liquid and solid for the coexisting phases of the refer-
Second, work on the high-pressure melting of Cu, using in€nce system. The quantityG's is defined asGy — G

put from ab initio calculations, has already been reported byWhereGy (P, T)=Gj (P,T)— G4, (P,T) is the difference of
two other groups®!® and we regard comparisons with this Gibbs free energy of the liquid antlj solid fc_)r tiad initio
earlier work as important in establishing the reliability of the SyStem as function oP and T, andG (P, T) is the analo-
different ab initio treatments of melting. Third, reference 90US quantity for the reference system. In practice, our simu-
models for solid and liquid Cu are already availale. lations are all performed at constant volume and temperature,

Fourth, experimental data for the melting curve of Cu areso that it is more convenient to work with corrections to the

ilable. at least i derat 15e lcul Helmholtz free energy. In either solid or liquid, the shift of
available, at least up to moderate press ur caleula-  ~ibefree energAG(P, T) =G (P,T) — G(P,T) at con-
tions employ coexistence simulations to determine the referétantP andT is related to the corresponding change of Helm-
ence melting properties, together with our recent scheme fQt 1, free energyAF (V, T)=F 5 (V,T)—F (V,T) at con-

computing the shift of the melting curve due to free energysiantyv and T by
corrections:! We chose this route in preference to the ap-

@

proach based entirely on free energies because the coexist- , 5 \p_ 1VAP? @
ence route requires considerably less human and computa- 2 Ky’
tional labor.

whereK is the isothermal incompressibility of the reference

In Sec. II, we summarize the methodology we have used,, ol andAP is the change of pressure wheh, is re-
including the techniques for performing reference coexist-

. . . ) placed byU,, at constanl andT. Finally, the free energy
ence simulations and for making free-energy corrections, thgpifis AF, are given by
ab initio methods, the form of the reference model, and our

- SAU
ggneral procedure for 1_‘|tt|ng the reference model t_o dbe AF =(AU) o kT log exp( _ ) , &)
initio results. In presenting our resu(Sec. lll), we begin by KeT /[ o
reporting comparisons with experiment for the cold compres-

sion curve of the f.c.c. Cu crystal and its phonon dispersio?("here AU=Up — U and 5A,UZAU_<AU>ref with the
: : . thermal average(( ),ef) taken in the ensemble generated by
curves, which are useful in assessing the accuracy to be e

. ) - ~the reference system. The second term on the right-hand side
pected of the melting calculations. We then report detalleéjf Eq. (3) can be expanded in a Taylor series, and, if the

results of our coexistence calculations, the gptlmlzed referfeference system mimics thab initio system closelyAF
ence models that we have constructed for different pressurﬁ]ay be evaluated as

regimes, the free energy corrections, and the comparisons
with experiment for the melting curve. Discussion and con-
clusions are given in Sec. IV.

1
AF%<Au>ref_ 2kBT<5AU2>refv (4)
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with the averages taken in the reference ensemble. the energy differenc&U=U, — U, be as small as pos-

The DFT calculations were based on the projector aug-sible. Specifically, we want to minimize the quantity:
mented wave(PAW)1* implementation, and were per-

formed using the/asp code® All the main calculations were o?=((6AU)?) /N, (6)

made using the gene'ralized gradoient approgima(iéGA) where, as beforefAU=AU—(AU) . In the coexistence
for gxchange-correlatlon enerdy” Although it has t.)een' approach, it is, of course, vital that this fluctuation strength
previously found that_ne|ther the local-density approximationye ‘s a| jn both the solid and the coexisting liquid. For the
(LPA) nor the GGA is c!early to be preferred in the calcu- embedded-atom reference system used in our initial calcula-
lation of thermal properties of copp@rtest calculations on tions, the paramete® e, C, m, andn were set equal to the
the pgrfect .face—centered—cubqt:c._c.)_ Cu crystal (see bej numerical values proposed by Belonosheteal 1% However,
low), in which we compare predictions of the GGA with we found that the fluctuation strengt?, could be signifi-

th?Sa offthehLDA, indicate ]Ehat IG.GA 1S Ilkely 0 _?ﬁ mpcx\?vcantly reduced by further tuning of these parameters. Fur-
reliable for the treatment of melting properties. The thermore, we found it advantageous to retune the parameters

calculations were perfqrmed using a cutoff ‘,Jf 273(9"(_”9 for different thermodynamic states, as described generally
convergence in cohesive energy of the solid to within a fevx1ater in this section and specifically in Sec. 11l B

i 1 1
meV) and a core radius of 2.3 a.u. The'$s’ states were We conclude this outline of methodology by summariz-

treated as valence with an Ar-core; we tested the effect 0|fng the protocols used for the coexistence simulations and for

fre|e2||n% the $].trs]tat?38A\'/C th? c?_rel b);]_pﬁrfornl"n_mg add:t'gnzl the free-energy corrections. There are a number of different
calculations with a potential which explicitly InCluded gopemeg for simulating coexisting solid and liquid, depend-

th? P sta;t;s% %7100 (SPa, the d|f|fer|(enpe n pr?ssurz at aing on whether the whole system is treated at a constant
volume of ©. atom between calculations performe us"energy or temperature, and at constant volume or pressure.

inlg _tlhis Pse”dl\? p;tzential and tlhat WErp Cs(;a;eéFt)reateﬁ ?\X'- Provided the different methods are consistently applied, they
plicitly (via a Ne3"-corg was less than 0. a, WhICh 1S spou1d all yield the same lines of coexisting thermodynamic

s;nalltf(()jr ]?lflr pgrpo;:a S Pseugo—pa;nal V\'/E\vzsbha\}/(e been co tates. Here, we perform the reference coexistence simula-
structed following the procedure described by Kresse antt . o+ constani, v, andE as in Ref. 11.

‘éo.lﬂbert in Ref. 14, I'D etails of th? Mon_l;hl;) rst_—Packhsets o our practical procedure for the coexistence simulations
" om?-tzhone sarl?p '_T_?] wave]- vec_?r? Wl fe ?'an when fwl? is as follows. We start with a supercell containing the perfect
present the resufts. ihermaf excitation of electrons 1S Tully . . crystal, and thermalize it at a temperature slightly be-

included in the calculation@ For the test calculations on low the expected melting curve. Under these conditions, the

phonon dispersion rglatlons of the peffe“ Cu crystal_, WeSystem remains entirely in the solid state. The simulation is
employed the small-displacement technique, described in d(?ﬁen halted, and the positions of the atoms in one half of the

tail in Refs. 5 and 24. . cell are held fixed, while the other half is heated to a very
The reference system used here is based on thI‘?igh temperature of typically ten times the melting tempera-
embedded-atom modéEAM), whose total-energy function ture, so that it melts completely. With the fixed atoms still
Urer has the form fixed, the molten half is then rethermalized to the expected
1 12 melting temperature. Finally, the fixed atoms are released,
Uref=§2_ € E . (5 thermal velocities are assigned and the whole system is al-
7 e lowed to evolve freely at constanN(V,E) for a long time
As usual, the first term on the right represents an inverseftypically more than 100 psso that solid and liquid come
power repulsive pair potential, while the second term is thento equilibrium. The system is monitored throughout by cal-
sum of embedding energies of the individual ions in the se@ulating the average number density in slices of the cell
of conduction electrons. The model is specified by the chartaken parallel to the boundary between solid and liquid. We
acteristic lengtha, the energy scale, the dimensionless co- show in Fig 1 a typical density profile. This shows that the
efficient C characterizing the strength of the embedding en<coexisting phases are straightforward to identify: the pres-
ergy, and the embedding and repulsive exponemend n. ence of the solid is identified by periodic oscillations of the
We note in passing that the number of independent parandensity, while the density of the liquid phase has the form of
eters in this model is four, rather than five, since the paramrandom fluctuations with a much smaller amplitude. For
etersa, €, andC occur only in the two combinationsa" and  given settings of the temperatures in this protocol, a certain
eCaY?™ A total-energy model of this form was used by amount of trial and error is needed to find the overall volume
Belonoshkoet al? in their earlier calculations on the melt- that yields the coexisting solid and liquid in roughly equal
ing of Cu. amounts. When this is achieved, the overall pressure and
The general question of tuning reference models tdemperature in the system give a point on the melting curve.
mimic ab initio total-energy functions has been discussed by  The choice of the reference system is made through a
many authorgsee, e.g., Ref.)4In the approach to melting series of steps. A reference melting point determined by the
employed here, the crucial requirement is that the free energfpregoing protocol is computed first for an initial reference
differences betweemb initio and reference systems be astotal energyU . The initial parameters of) ¢ were taken
small as possible. This requirement has been explored &tom the work of Belonoshket al® on Cu. The next step is
length in our previous papefs.We showed there that the now to retune the reference model so as to reduce the fluc-
essential condition is that the strength of the fluctuations ofuation strengthg?, so that the reference system mimics as

a n m

— —ECE

Fij i

a

rij
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TABLE |. The equilibrium volume,V,, the incompressibilityK, and the

50 r . :
I ' ; ! ' derivativesk'=dK/dP, andK"=d?K/dP? of f.c.c. Cu from a logarithmic
fit to calculated energy—volume data compared with experimental data.
40 I~ 1 —
Vo (A%/atom) K (GPa) K' K’ (GPal)
N GGA Ar-core 12.04%) 134.7214) 4.91) —2.7(8)
g n i GGA Ne3s?-core 12.0413)  139.1902) 4.555) 0.5(6)
3 L LDA 10.9392) 182.6746) 5.106) -3(2)
2 Experiment(Ref. 26 11.81 140
3 =f -
10H A
u u M ll. RESULTS
d u N u ey e u [ A. Tests on perfect crystal
0 20 40 60 80 100 120

As an initial check on the methodology, we calculated
the energy per atom of the perfect f.c.c. Cu crystal as a
FIG. 1. Density profile in a simulation of solid and liquid copper at zero function of volume. The calculations were performed using a
pressure. The presence of the solid is identified by periodic oscillations off 5% 15x 15 Monkhorst—Pa&? set of Brillouin-zone sam-

e ety e I dersty of e lau phase P he o of A7Thling wavevectors(120 k-points in the irreducible wedge
formed on a system of 2016 atoms using the reference potéatipi5)] ~ Which yielded a precision of better than 1 meV/atom. Calcu-
with parameters tuned to the low pressure regime. lations were performed at a set of atomic volumes in the
range 7—14 A equivalent to a pressure range of 0—300 GPa.
To compare with experiment, we fitted the energy results
closely as possible thab initio system. To do this, several with a 4th-order logarithmic equation of st&fewhich al-
statistically independent configurations from a long referencéows us to extract the zero-pressure voluthg and the val-
simulation(performed using a 64 atom systeare extracted ues at zero-pressure of the incompressibiityand its first
independently from both the solid and liquid at the meltingand second pressure derivatives. These quantities, calculated
point. Theab initio total energy,U,,, is obtained for each with both GGA and LDA, are compared with experimental
configuration, and from this the fluctuation strength is detervalues in Table I. We note that the LDA calculations signifi-
mined via Eq.(6). The reference parameters are then adcantly underestimat¥,, while GGA slightly overestimates
justed to minimizea? for the given set of configurations. it; K, is much better represented by GGA.
New simulations are then performed with the reference  Phonon frequencies, determined using the small-
model thus obtained, independent configurations for the solidisplacement techniquédetails described elsewhéfe?d,
and liquid are extracted, the reference parameters are onegre calculated using a 64-atom supercell, with Brillouin-
again tuned to minimizer?, and the whole procedure is zone sampling performed using &5x5 Monkhorst—Pack
iterated untilo® can be reduced no further. In principle, this grid equivalent to 18 k-points in the irreducible wedge of the
tuning of the reference model could be repeated for evergell with the atom displaced; this is based on the extensive
required point on the melting curve, but in practice we foundcell size and sampling tests carried out in previous work.
it sufficient to use two optimized reference systems: oneTest calculations using a variety of atomic displacements
at low pressure and one at high pressure, as explained ghowed that phonon frequencies are converged to better than
Sec. llIB. 1% with the displacement of 0.03 A used for the results

As a final step, Eq(4) is used to compute the free- reported here. A comparison of calculated frequencies using
energy corrections and hence the shifts of melting temperasoth GGA and LDA with experimental frequenciésis
ture needed to obtain our best estimate forahenitio melt-  shown in Fig. 2; for completeness, the calculated frequencies
ing curve. This is done in the following way: for each are reported both at the experimental equilibrium volume
pressure, we perform two independent molecular dynamicand at the equilibrium volume calculated using, respectively,
simulations for the solid and liquid at the appropriate vol-GGA or LDA.
umes. The temperature is chosen to be the melting tempera-
ture of the reference system. The liquid is thermalized usin
a Nosethermostat® in order to avoid possible problems as-
sociated with slow equilibration, the solid is thermalized us-  All the simulations of coexisting solid and liquid em-
ing an Andersen thermostatfollowing Ref. 5. The second ployed a system of 2016 atoms contained in an orthorhombic
order approximatiofiEq. (4)] is valid for small fluctuations; supercellthe numbers of conventional f.c.c. cubes of perfect
its validity is confirmed by the evaluation of the full expan- crystal contained in the three edges of this supercell are 6, 6,
sion [Eqg. (3)] which shows that they differ by only 0—4 and 14. This choice of system size is based on the previous
meV/atom(see Sec Ill B. As we shall emphasize in the fol- work of Belonoshkoet al1® which showed that the size er-
lowing section, it is important in this final step to demon- rors in the calculated melting temperature associated with
strate that the free-energy corrections are fully convergethis system are less than20 K.
with respect to the size of simulated system and the k-point  In using the parameters of Belonosh&balX° to calcu-
sampling used in the calculation bfy, . late an initial melting point at £3.4 GPa, we found the

Stice number

%. Melting properties
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FIG. 2. A comparison of the phonon dispersion curves for Cu from the 0 25 50 75 100
present calculations with experimentdiamonds, Ref. 27 Solid curve: Pressure (GPa)

GGA at the GGA equilibrium volume; dashed curve: GGA at the experi-

mental volume; dotted curve: LDA at the LDA equilibrium volume; dot— FIG. 3. Calculatedab initio melting curve(filled circles and solid ling

dashed curve: LDA at the experimental volume. compared with previous results: filled and unfilled diamonds—experiments
and extrapolation of Ref. 16; calculations of Moriaffgef. 15 and Be-
lonoshkoet al. (Ref. 10 are displayed as filled and open squares, respec-

r.m.s. fluctuation strengthy [Eq. (6)] to be ~50 meV and tively. The melting curve from present work calculated from the reference

AF as calculated by Eq$3) and (4) to differ by 4 meV. By potential is displayed as open circles and a dashed line.

retuning the potential parameters as described in Sec. Il, we

2 .
were able to reduce” to only 16 meV, and\F as defined obtain directly from theab initio calculations the pressure

by Egs.(3) and (4) were identical. . difference between theab initio and reference potential
In order to reduce the fluctuation strength as much as

} . . .tsimulations,A P. The incompressibility of the solid and lig-
possible over the remainder of the melting curve, we found it . . . .
d at each state poin;, are readily calculated in the

essential to retune the reference parameters separately 1!;cjérference system, enabling us to calculate the correction to
low and high pressures QP<31GPa and 6P y ’ g

<102 GPa, respectivelyThe optimized values of the model tmhgltiGnl bb;fiesesirzg%/g'i E?\Z/)._T\?e);_rlltroizy ;foer?:;g”()f
parameters are reported in Table Il. With these parameters 9 I = TR y

the values of the fluctuation strengths are between 16 and @flcuféedis'rl;?fulzfsée;(:eeaif:;?é ngiievrgz:h;g?: sl?meun
meV at low and high pressures, respectively; E§sand(4) gy, Ak, P P

differed by between 0 and 3 meV in the low and high preS_!atlons_forthe solid and liquid at the m_eltmg .pomt. The shifts
in melting temperature are then obtained via Eg.

sure regimes, respectively. We note that we would expec Our final “best estimate” of theab initio melting curve

greater ﬂuctue_mons at high pressures due to the dependeng?Cu is reported in Fig. 3, where we also show the available
of the fluctuations on temperatufgq. (4)].

! . ; experimental result® and the earlier theoretical results due
The new melting curve obtained with the retuned refer- . 15 10 1
. S . to Moriarty et al.”> and Belonoshket al.,~~ which also made
ence models is reported in Fig. 3. In calculating the free-

; fab initi Iculations. Although our f very lar
energy corrections, we have made careful checks on the e>c © ab o cafcuations ough our use of very large

] . R . ystems ensures that system-size errors are almost negligible
rors in these corrections due to limitations of system size an . ;
. S R . for the melting curve of the reference system, there is an
of electronic Brillouin-zone sampling in order to determine

1 —+ -gQ -
melting curves with the desired precisiéB0—100 K. We uncertainty of=50 K due to system-size effects on the free

found that the use of k-points was absolutely essential t§heray correctionAF, for the difference between thab

) . o7 initio and reference systenfEq. (4)]; in addition, there is a
ensure the required precisiafi<5 meV/atom; using the. tatistical uncertainty of:25 K in AF. When combined with
I'-point only, we found that at least 256 atoms were require

) . o he small errors associated with the reference simulations,
to obtain the desired precision XF (a few me\j. However, o )
; this gives a technical error om,, of less than 100 K. A
when four k-points were used to sample the cell, a much

- . impl ratic fit h n lied t th meltin rves;
smaller 64 atom cell was sufficient. In addition to the free> P c quadratic as been applied to bo_ metting curves,
. . the fit reproduces the calculated data to within 75 K. @be
energy corrections to the melting curve, we were also able tQ .. . .
initio zero pressure melting temperature is 1106 K,
somewhat lower than the experimental vafuef 1358 K
TABLE II. The parameters of the embedded-atom reference négel(5)]  and that reported using other embedded atom md@éfs3!
for coexisting solid and liquid Cu, optimized by fitting &b initio calcula- the melting gradient for thab initio memng curve at zero
tions in the low and high pressure ranges<P<31GPa and 62P pressure,dTm/d P, is 38 KGPél, in excellent agreement

102 GPa. In the fitti dura,is fixed at 2.5 A. . . _
= 8 n the Tiling procedura,is fxed & with the experimental val@ of 36(3) KGPa . In contrast

P (GPa) n m eev)  a(h) c to our previous work on aluminutwhere melting properties
031 3.482 4.602 0.370 25 7561 Were obtam_egl_from Glbbs free energies Qf the solld_and lig-
62-102 8.755 4.743 0.282 25 11290 Uid, theab initio melting volume is not directly obtainable

using this coexistence methodology.
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IV. DISCUSSION reference calculations by using very large systems. But size
errors can still be important in computing the free-energy
The agreement between our calculated melting curvelifferences between thab initio and reference systems. In
and experimental data is satisfactory, but certainly not pereloing this work it has become clear that the two most impor-
fect. However, we believe that the discrepancies are mainlyant controlling factors weré) the minimization of the fluc-
due to inherent limitations on current approximations for thetuations between the reference aafulinitio systemsby re-
exchange-correlation energy in DFT. In particular, these distuning the reference potentialwhich enabled us to utilize
crepancies can be understood by considering the differena@e truncated second order expansiand therefore enable
between our calculated phonon frequencies and experimentaluch more efficient calculationsand(ii) the use of k-point
values(Fig. 2). According to the Lindemann criterion, at a sampling when calculating thab initio corrections which
given pressure, a crystal will melt when atoms are displaceénabled us to uses a relatively small system size leading to
beyond some fraction of the nearest neighbor distance. Thisiuch more efficient calculations.
critical displacement is proportional to the melting tempera-  The success of the present work on Cu lends support to
ture and also tdl/w?, where » represents the phonon fre- the technical correctness of our earla initio work**! on
quencies, with the average taken over the Brillouin zonethe high-pressure melting of Fe, which employed both coex-
This latter quantity for our calculated phonon frequencies idstence and free-energy methods. But this raises again the
~9% lower than that from experiment, and we would there-controversial question of why apparently reliakzb initio
fore expect our calculated value far, to be ~9% lower calculations, including ours on Fe, yield predictions for melt-
than the experimental value of 1358 K, i.e:1235 K; our  ing curves that sometimes differ markedly from the results of
calculated value fo, is 1176+100 K which, within error, static compression experiments at high presstfréghis
is in agreement with this estimate. A similar analyis on ourproblem has already been noted by Moriaayal® who
previous work on Al suggests the predicted melting tem- point out that high-pressure static compression melting
perature in that case should be too low-b$4%; the experi- ~curves are sometimes in serious conflict with shock data. In
mental value for Al melting is 933 K and our predicted value View of these unresolved issues, we believe there is now a
is 78650) K—16% lower. strong need to extend the currati initio calculations to a
The satisfactory agreement with experiment of our premuch wider range of metals, for which experimental data are
dicted melting curve for Cu provides useful evidence for thebecoming available.
reliability of current ab initio techniques for calculating In conclusion, the present work gives evidence for the
melting properties. Our calculations also support the validityreliability of currentab initio techniques for predicting melt-
of previous theoretical work on the melting properties of Cu,ing properties, but emphasizes the need for careful tuning of
some of which made important use aff initio calculations. the classical reference models generally used in these predic-
In assessing the significance of this work, it is importanttions’ usingab initio data on both the solid and the liquid. It
to note why it represents an advance over previadunitio- also emphasizes the need to correct for the inevitable differ-
based work on Cu melting. There are two key points: first&€Nces between the initio and reference s_ystems. Although
the reference models we use were systematically optimizelj Would appear that the reference potential works very well
using ab initio calculations on both a solid and liquid; sec- for copper, such parametrized models cannot be used confi-
ond, we have shown the importance of making correction§lently to predict melting curves where no experimental data
for the differences between tr& initio and reference sys- exist. Ab initio calculations, on the other hand, while not
tems. In early work on the use ofib initio calculations to  Necessarily reproducing the experimental melting curve ex-
predict melting properties, technical limitations meant thaf2ctly, have quantifiable errors which can be taken into ac-
theab initio calculations could be done only on the crystal. AC0unt; such methods can, therefore, be used to predict melt-
leap of faith was therefore needed in applying the resulting"d curves where no experimental data yet exist.
models to solid—liquid coexistence. The present work indi-
cates that these early calculations on Cu were surprisingfh\CKNOWLEDGMENTS
successful. Nevertheless, methods based onlalorninitio
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