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ABSTRACT: Grimme’s dispersion-corrected density functional
theory (DFT-D) methods have emerged among the most practical
approaches to perform accurate quantum mechanical calculations
on molecular systems ranging from small clusters to microscopic
and mesoscopic samples, i.e., including hundreds or thousands of
molecules. Moreover, DFT-D functionals can be easily integrated
into popular ab initio molecular dynamics (MD) software packages
to carry out first-principles condensed-phase simulations at an
affordable computational cost. Here, starting from the well-
established D3 version of the dispersion-correction term, we
present a simple protocol to improve the accurate description of
the intermolecular interactions of molecular clusters of growing
size, considering acetonitrile as a test case. Optimization of the
interaction energy was performed with reference to diffusion quantum Monte Carlo calculations, successfully reaching the same
inherent accuracy of the latter (statistical error of ∼0.1 kcal/mol per molecule). The refined DFT-D3 model was then used to
perform ab initio MD simulations of liquid acetonitrile, again showing significant improvements toward available experimental data
with respect to the default correction.

1. INTRODUCTION

Poor description of van der Waals interactions by standard
density functional theory (DFT) approximations has boosted
the development of new improved theoretical and empirical
models,1−4 especially for the treatment of extended molecular
systems of great interest for life and materials sciences (see ref
5 for a review). Among others, the so-called dispersion-
corrected DFT (DFT-D) methods, as proposed by Grimme
and co-workers,4,6,7 have emerged as some of the most
versatile, accurate, and computationally efficient approaches for
modeling and simulating large molecular systems. The DFT-
D34 approach, in particular, is a well-established atom pairwise
correction, which has been successfully tested for calculations
on various molecular complexes and architectures.8,9 The
general assumption underlying all of the DFT-D variants is that
the dispersion energy can be added to the electronic energy
obtained from the standard Kohn−Sham DFT as a “classical”
(i.e., independent from the electronic structure) interatomic
potential, including two or more high-order multipole
interaction terms (typically, C6/R,

6 C8/R,
8 and so on)

modulated by further damping functions and scaling factors.
Such semiclassical corrections have proved very valuable, if not
unavoidable with respect to the uncorrected DFT, for the
proper calculations of structural as well as thermodynamic
properties of a wide range of chemical systems.6,8,9 In fact, it

has been unequivocally shown that well-known and widely
used DFT approximations (e.g., B3LYP10,11) can fail badly
when used to model simple molecular complexes dominated
by van der Waals interactions.5 However, DFT-D models can
deliver satisfactory results only if carefully parametrized by
fitting a few adjustable parameters, which are generally
dependent on the specific density functional (parameters for
more than 80 functionals are available), to accurate reference
data. In this context, typical benchmark sets range from high-
level coupled cluster calculations of small organic complexes12

to experimentally determined association energies of large
supramolecular systems13 and to sublimation energies of
molecular crystals,14 though experimental energies always
require some a posteriori corrections to be compared to
single-point energy calculations. At least for medium-sized
molecular systems (i.e., few hundred atoms), (local) correlated
wave function and quantum Monte Carlo methods are
nowadays feasible,15,16 with the latter showing a favorable
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cubic scaling with the number of electrons. A common feature
of molecular test sets is the use of isolated equilibrium
structures to avoid the perturbing effects of thermal
fluctuations and chemical environment. This is a sensible
choice for systematically assessing a large number of different
electronic structure models toward a balanced selection of
assorted chemical systems. However, in our opinion,
alternative approaches could be more convenient for
developing dispersion-corrected DFT models tailored to the
accurate description of condensed-phase systems, especially
liquids. This is an active area of interest since DFT-based ab
initio molecular dynamics (AIMD) techniques offer the
advantage of an explicit electronic treatment as compared to
force-field-based simulations, though limited in their time-scale
reach. In past studies, for example, dispersion corrections have
been successfully tested in AIMD simulations of liquid
water,17,18 demonstrating the beneficial inclusion of London
interactions for reproducing basic liquid properties.
Here, we aimed at assessing the use of DFT-D3 as an

accurate computational model for the consistent description of
noncovalent interactions of a given molecular system when
going from microscopic clusters to the liquid phase, taking
acetonitrile as a test case. We adopted the D3 version since it is
more popular among QM and AIMD software packages but
the same computational protocol could be easily extended to
other updated DFT-D variants, such as DFT-D4.19,20 To this
end, we devised a computational protocol summarized in
Figure 1. In contrast to typical test sets that include mostly
equilibrium structures and binary systems, we generated
multiple nonequilibrium configurations of molecular clusters
of growing size, ranging from dimers to hexadecamers, as
obtained from the corresponding classical molecular dynamics
(MD) simulation of liquid acetonitrile. For this task, we think
that carefully developed force fields are particularly well suited
for sampling liquid-like uncorrelated configurations. Overall,
the interaction energies of 500 cluster configurations were
tested toward diffusion quantum Monte Carlo (DMC)
benchmark data purposely performed for this work. In fact,
we believe that validating DFT-D approaches on molecular
aggregates of variable dimension may help to emphasize
possible flaws in the description of the London dispersion
interactions. Then, we refined the D3 parametrization of two
very popular DFT approximations, i.e., BLYP and B3LYP,
aiming at improving the agreement with DMC interaction
energies. We found that optimization of the dispersion-
correction term (namely, the S8 parameter) accounting for
the n > 6 order multipole interactions at short/medium-range
distances led to a significant improvement of the results, which
showed mean absolute deviations within the accuracy of
reference data (0.1 kcal/mol per molecule). Finally, the
optimized BLYP-D3 model, as well as the default one and the
standard uncorrected BLYP, were used to perform ab initio
MD simulations of liquid acetonitrile, again showing
remarkable improvements toward available experimental data.

2. METHODS
2.1. Molecular Cluster Configurations. Various molec-

ular cluster configurations were obtained by extracting
molecular assemblies of different sizes (i.e., from dimers to
hexadecamers) from a large number of snapshots issued from
an NpT ensemble MD simulation of liquid acetonitrile carried
out at normal conditions (T = 300 K, p = 1 atm). The recently
optimized acetonitrile molecular model of Nikitin and

Lyubartsev21 was adopted for this purpose, since it can fairly
well reproduce all main properties of the liquid, such as
structure, density, and thermodynamics. All bonds were
constrained using the LINCS22 algorithm and simulations
were performed using a time step of 1 fs. As a result, the
following cluster configurations were obtained: 150 dimers
(i.e., 2mer), 150 tetramers (i.e., 4mer), 100 hexamers (i.e.,
6mer), 50 octamers (i.e., 8mer), and 50 hexadecamers (i.e.,
16mer). The GROMACS23 software package was used for all
MD simulations.

2.2. Diffusion Monte Carlo. Diffusion Monte Carlo
calculations were performed with the Casino code24 using trial
wavefunctions of the Slater−Jastrow type

Ψ = ↑ ↓D D eR( ) J
T (1)

where D↑ and D↓ are Slater determinants of up- and down-spin
single-electron orbitals and eJ is the so-called Jastrow factor,
which is the exponential of a sum of one-body (electron−
nucleus), two-body (electron−electron), and three-body
(electron−electron−nucleus) terms.25 Imaginary time evolu-
tion of the Schrödinger equation was performed with the usual
short time approximation using the T-move scheme.26

We used Dirac−Fock pseudopotentials (PP) for C, N, and
H.27 The C and N PPs have a frozen He core and core radii of
0.58 and 0.44 Å, respectively. The H PP has a core radius of
0.26 Å. The single particle orbitals were obtained by DFT

Figure 1. Basic steps of the computational protocol proposed in this
study. Molecular cluster generation: representative nonequilibrium
configurations of molecular clusters of growing size are generated
from MD simulations of condensed-phase systems based on reliable
force fields; benchmark calculations: reference interaction energies of
small to large clusters are obtained from high-level quantum
mechanical calculations (e.g., diffusion Monte Carlo); DFT-D
optimization: DFT dispersion-correction terms are optimized against
benchmark data; ab initio MD simulation: condensed-phase system
simulations are carried out at the DFT-D level.
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plane-wave (PW) calculations using the local density
approximation (LDA) and a PW cutoff of 500 Ry, using the
pwscf package,28 and reexpanded in terms of B-splines,29 using
the natural B-spline grid spacing given by a = π/Gmax, where
Gmax is the length of the largest vector employed in the PW
calculations. The PW calculations were performed by putting
the systems in boxes with at least 5 Å of empty space in each
direction. The DMC calculations were then performed without
periodic boundary conditions (PBC), using the Ewald
interaction to model electron−electron interactions. Note
that switching off PBC eliminates finite size effects due to
periodic images, which in a many-body technique such as
DMC would decay more slowly with the size of the simulation
cell. To investigate convergence of the binding energy with
respect to time step, we repeated the calculations on 10
different dimer configurations using time steps of 0.005 and
0.002 au, which showed differences in the binding energies of
less than the statistical error of ∼5 meV/dimer. We therefore
decided to use a time step of 0.005 au.
2.3. DFT and Dispersion Corrections. In the next step of

this study, single-point energy calculations at the DFT level of
theory were carried out on the acetonitrile molecular clusters
issued from MD simulations. DFT calculations were performed
with Gaussian0930 using a combination of Becke’s exchange
functional31 with the correlation function LYP32,33 and the
B3LYP34 hybrid functional. For the sake of comparison, also
the M062X and the double-hybrid B2PLYP functionals were
considered in a few calculations. 6-31+G(d,p), 6-31+D(2d,2p),
and Dunning’s correlation (aug-cc-pVTZ)35 basis sets were
used. Single-point energies were corrected using the original
Grimme’s D3 dispersion-correction term. Grimme and co-
workers showed that D3 is less empirical than previous D1 and
D2 corrections, showing a better overall accuracy, as well as
dispersion coefficients computed explicitly.4 The total energy
(i.e., including dispersion corrections) can be described as

= −−E E EDFT D3 DFT dis (2)

where Edis is expressed as neglecting the three-body or higher
terms

∑ ∑=
=

E S
C
r

f r( )
a b n

n
n
ab

ab
n d n abdis

,

N

6,8,...
,

(3)

where Cn
ab is the nth-order dispersion coefficient (orders n = 6,

8, ...) defined for any given atom pair (a, b) in the system, rab is
the internuclear atom pair distance, fd,n(rab) is a damping
function introduced to avoid singularities at small interatomic
distances, and Sn is the scaling factor (typically dependent on
the DFT method). The damping function has the form

i
k
jjj

y
{
zzz

=
+

α−f r( )
1

1 6
d n ab

r

S R

,

( )
ab

R n
ab

n

, 0 (4)

where SR,n is the order-dependent scaling factor of the cutoff
radius R0

ab and αn is the steepness parameter. For a detailed
discussion of the meaning and definition of all parameters, see
ref 4. Here, we note that in practical implementations of DFT-
D3, the nth order is usually truncated after n = 8 and most of
the parameters are computed ab initio (C6

ab), derived
recursively (C8

ab) or kept fixed (e.g., SR,8 and S6 are set to 1
for all DFT methods, except those accounting for dispersion
energy). On the other hand, S8 and SR,6 are empirical
parameters, which are adjusted based on the density functional

(e.g., S8 = 1.703 and SR,6 = 1.261 for B3LYP; S8 = 1.682 and
SR,6 = 1.094 for BLYP). In particular, the S8 scaling factor is
considered to account implicitly for higher multipolar terms
beyond the dipole−dipole contribution. For the purpose of
further testing, the D3BJ36 (which includes the Becke and
Johnson damping function) and D419,20 variants were also
considered. In the latter case, the DFT-D4 standalone code
available on GitHub was used for calculations.

2.4. Optimization Procedure. The optimization proce-
dure of the dispersion-correction term (eq 3) was tailored to
minimize the deviation in the computed cluster interaction
energies between DMC and DFT as issued from calculations
on large sets of molecular clusters of growing size (n = 2−16).
For each cluster configuration, such an interaction energy
deviation is defined by subtracting the one-body energy
deviation, ΔE1‑body

n , from the total interaction energy difference,
ΔEn, as follows

Δ − Δ −E En n
1 body (5)

where

Δ = Δ − Δ

Δ = Δ − Δ− − −

E E E

E E E

( )

( )

n n n

n n n

DFT DMC

1 body 1 body,DFT 1 body,DMC (6)

while for the one-body and total interaction energy of the
corresponding electronic structure calculation, we have

∑

Δ = −

Δ = −−

E E nE

E E E( )

X
n

X
n

X

X
n

i

n

X
i

X

ref

1 body,
ref

(7)

EX
n is the total energy of the nth cluster (with n = 2−16)

configuration computed at the X (=DMC, DFT, DFT-D3)
level of theory, EX

ref is the energy of the isolated molecule at the
reference geometry (according to the force-field model,
geometry is as follows: CN = 1.157 Å, CC = 1.458 Å, CH =
1.090 Å, HCH = 109.5°, and HCC = 110.0°) computed at the
same level of theory, and EX

i is the energy of the isolated ith
(with i = 1 − n) molecule (possibly distorted) taken from the
cluster configuration. Note that in the present work, since the
individual molecules of the generated cluster structures had
nearly ideal (reference) geometry (i.e., all bonds were
constrained), the contribution of the ΔE1‑body

n was found to
be negligible (see below) and, therefore, it was ignored during
the optimization procedure. Note that for the assessment of
the S8 scaling factor, a convenient optimization procedure
could exploit a global fitting toward the results issued from all
cluster systems. In the present case, however, the S8
optimization performed through a simple grid search on the
8mer system led to a consistent correction readily extended to
all other cluster sizes (vide infra).

2.5. Ab Initio Molecular Dynamics Simulations. Ab
initio molecular dynamics (AIMD) simulations with the Born−
Oppenheimer method were carried out with the QuickStep37

module of the CP2K suite of programs38 to study the structural
and thermodynamic properties of liquid acetonitrile. The
interaction potential was computed within density functional
theory (DFT), employing the BLYP31,32 exchange and
correlation functional. The TZV2P basis set in conjunction
with Goedecker−Teter−Hutter (GTH)39 pseudopotentials
and a plane-wave cutoff of 400 Ry was adopted to describe
the electronic structure of the systems. The BLYP-D3 method

The Journal of Physical Chemistry A pubs.acs.org/JPCA Article

https://doi.org/10.1021/acs.jpca.1c07576
J. Phys. Chem. A 2021, 125, 10475−10484

10477

pubs.acs.org/JPCA?ref=pdf
https://doi.org/10.1021/acs.jpca.1c07576?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as


proposed by Grimme et al.4,36 was employed to better describe
the dispersion forces using both the default and the modified
form of D3 (with the S8 parameter multiplied by a 0.7253
factor, corresponding to 1.22). A further AIMD simulation was
carried out without van der Waals corrections using standard
BLYP. All simulations were performed using a fixed periodic
cubic box with a 17.6982 Å edge containing 64 acetonitrile
molecules, thus corresponding to the experimental density of
0.786 g/cm3. All systems were thermalized by rescaling the
velocities at ambient temperature (T = 300 K), while
performing constant-volume simulations with a time step of
0.1 fs for 8 ps.

3. RESULTS AND DISCUSSION
3.1. Assessment of the D3 Dispersion Energy

Correction. In the present study, a large set of acetonitrile
molecular clusters (i.e., 500 configurations) was considered to
assess and then refine the effect of Grimme’s D3 correction on
the interaction energy computed at DFT (i.e., B3LYP and
BLYP) level of theory, as compared to high-level DMC
calculations. To assess the extent of the correction, we report
in Figure 2a the discrepancy between standard and corrected

B3LYP and BLYP calculations with respect to DMC on a
number of representative 8mer structures using the 6-
31+G(d,p) basis set in both cases. While standard B3LYP
and BLYP underestimate, on average, the total interaction
energy by about 11.5 and 14.4 kcal/mol, the corresponding
DFT-D3 calculations appear to overestimate the same energy
by 2.4 kcal/mol, thus showing a notable improvement with
respect to the uncorrected DFT energies. This result, as
expected, demonstrates the capability of DFT-D3 to effectively
recover the missing dispersion energy. Also, it is worth noting
the decrease on the energy fluctuations upon introduction of

the dispersion corrections, the standard deviation being
reduced by half (from ∼2 kcal/mol to less than ∼1 kcal/
mol). Interestingly, when DFT-D3 calculations were per-
formed by setting the n = 8 order term to zero (i.e., S8 = 0) in
eq 3, the overall energy correction was reduced by half (i.e., on
average 48%, Figure S1), a result showing that, at least for
acetonitrile, the latter contribution is quantitatively similar to
the n = 6 term. For the sake of comparison, we carried out
further calculations at M062X-D3 and B2PLYP-D3 levels,
which again showed some deviations with respect to
benchmark calculations, though less pronounced for the
former functional (Figure S2). Moreover, we also tested the
D3BJ36 variant, which includes the Becke and Johnson
damping function, and the D419,20 variant, which has updated
C6 coefficients, BJ damping function, and a three-body
interaction term. The results are reported in Figure S3. We
noticed that the use of the BJ damping function, even though it
is generally recommended, did not change the interaction
energy of the acetonitrile clusters significantly with respect to
the standard “zero damping” formula, in line with what was
observed in ref 36 for noncovalent systems. D4 showed, on the
other hand, a sensible improvement in the description of the
dispersion interactions, though deviations with respect to
reference data were still present (mean absolute error (MAE)
= 1.16 kcal/mol for B3LYP and MAE = 0.63 kcal/mol for
BLYP). In this case, it is interesting to observe that the three-
body term appeared to have a negligible effect on D4 results
(Figure S3a).
The previous results refer to total interaction energies

(ΔE8), including the one-body term (ΔE1‑body
8 ), were reported.

As a matter of fact, this was justified by the observation that
energy deviations of individual monomers from test calcu-
lations were very small (i.e., average error was 0.05 kcal/mol,
Figure S4), possibly canceling each other in larger clusters. The
role of ΔE1‑body8 in the context of this work was reconsidered in
the following.
To further assess the impact of the default D3 correction on

clusters of variable size and to better estimate the effect of the
basis set, we carried out similar calculations at B3LYP-D3 and
BLYP-D3 level of theory by considering molecular structures
ranging from dimers to hexadecamers and by comparing the 6-
31+G(d,p), 6-31+D(2d,2p), and aug-cc-pVTZ basis sets. The
results are summarized in Table S1 and Figure 3. First of all,
the steady increase of the energy deviation between DFT-D3
and DMC with the system size is apparent: the mean absolute
error (MAE) shows a roughly linear trend going from 2mer to
16mer, with a parallel increase of both B3LYP and BLYP
results as depicted in Figure 2b. For the largest clusters
considered (i.e., 16mer), MAE is over 5 kcal/mol. More
specifically, the MAE per molecule does show an increase from
0.1 to 0.2 kcal/mol (i.e., 2mer) to over 0.3 kcal/mol (16mer)
(see inset of Figure 2b). Although such energy discrepancies
seem not too large, the observed increase with the cluster size
suggests that the overestimation of the dispersion interaction
by DFT-D3 may become more relevant when going to larger
acetonitrile clusters or to mesoscopic samples. Overall, the
same trend was observed by comparing the three basis sets,
with minor changes in the energy deviations between DFT-D3
and DMC (note, however, that the most extended 16mer
cluster was excluded in the comparison). Therefore, although
present, the basis-set superposition error (BSSE) in this case
appeared to be of less importance with respect to the
inaccuracy of the combined density functional/dispersion-

Figure 2. (a) B3LYP (black) and BLYP (red) interaction energy
deviations with respect to DMC as computed with (solid line) and
without (dashed line) default Grimme’s D3 correction on a set of 50
representative configurations of the acetonitrile 8mer cluster. (b)
Mean absolute error (MAE) of B3LYP-D3 (black) and BLYP-D3
(red) energy deviations with respect to DMC on acetonitrile clusters
of growing size (i.e., from 2mer to 16mer); inset: MAE per molecule.
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correction model. Incidentally, the smallest basis set reported
the lowest MAE, possibly due to some fortuitous but
systematic error compensation. In the following optimization
procedure, for the sake of convenience, we therefore decided
to employ the 6-31+G(d,p) basis set. In view of the observed
minor differences with respect to the basis-set choice (i.e., for
B3LYP, MAE per molecule is 0.06 kcal/mol between 6-
31+G(d,p) and aug-cc-pVTZ), the optimization procedure is
considered to be essentially not dependent on the basis set. On
the other hand, when an even smaller basis set was considered
for the 8mer in test calculations (i.e., 6-31G*), non-negligible
deviations with respect to the reference basis set (i.e., aug-cc-
pVTZ) appeared (Figure S5).
3.2. Optimization of the D3 Term. At this point, one can

ask if the discrepancy between DFT-D3 and DMC can be
significantly reduced by refining one or more parameters of the
D3 empirical dispersion term (eq 3) and whether such an
optimization can improve the results consistently for molecular
samples of variable size or be beneficial only for a given cluster
dimension. Since the n = 8 order term accounts for a good
extent of the overall dispersion energy correction (Figure S1)
and the S8 scaling factor is one of the few empirically adjustable
parameters of the Grimme’s D3 version (eq 3), we decided to
refine this parameter by focusing specifically on two popular
hybrid and gradient-corrected density functionals, B3LYP and
BLYP, respectively, in combination with the 6-31+G(d,p) basis
set. Optimization was performed with the purpose of achieving
a better agreement between DFT and DMC benchmark
calculations. The default values of S8 for BLYP-D3 and B3LYP-
D3 are 1.682 and 1.703, respectively. In preliminary tests, we
focused only on the octamer cluster since it represents a good
compromise between the molecular size and computational
cost (i.e., especially for DMC calculations). In particular, S8
was refined to minimize the MAE issued from calculations on
this cluster. The results of MAE obtained from B3LYP-D3
calculations are reported in Table S2, whereas absolute energy

deviations for selected S8 values are depicted in Figure 4. Data
presented in Figure 4 are obtained with the same functional

and basis set (i.e., B3LYP-D3/6-31+G(d,p)), differing only for
the S8 parameter. The first set of data were generated with the
default value (S8 = 1.703) and show poor agreement with
benchmark values as seen above (MAE = 2.4 kcal/mol).
Considering the trend reported in Figure S1, it was expected
that refinement of S8 should lead to a decrease in the default
value (S8 < 1.7) to reduce the observed overestimation of the
interaction energy. By changing the S8 parameter from the
default value (i.e., 1.703) to ∼1.20, a significant decrease of the
MAE of about four times, from 2.4 to 0.6 kcal/mol, was
obtained for the 8mer cluster (Table S2). Although the results
for S8 = 1.18−1.23 appeared rather similar, we took S8 = 1.22
as the optimal value of the scaling factor. In this case, the MAE
per molecule is only 0.07 kcal/mol, a satisfactory result
considering that the estimated accuracy of DMC is about 0.1
kcal/mol. In addition, the standard deviation was somewhat

Figure 3. B3LYP-D3 interaction energy deviations with respect to DMC as computed with the 6-31+G(d,p) (black), 6-31+D(2d,2p) (red), and
aug-cc-pVTZ (blue) basis sets on a set of acetonitrile cluster configurations: (a) 2mer, (b) 4mer, (c) 6mer, and (d) 8mer.

Figure 4. B3LYP-D3 (absolute) interaction energy deviations with
respect to DMC as computed by setting the S8 scaling factor to 1.703
(default, dotted), 1.35 (dot−dashed), 1.25 (dashed), and 1.22 (solid)
on a set of 50 representative configurations of the acetonitrile 8mer
cluster.
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reduced (from 0.80 to 0.69 kcal/mol), as displayed in Figure 4.
Despite the very low MAE, we decided to better estimate the
interaction energy of the five 8mer configurations leading to
maximum energy deviations (i.e., |ΔE| greater than 1 kcal/
mol) by subtracting the contribution of the one-body energy
term (ΔE1‑body

n ). The results are reported in Figure 5, which

shows a marked reduction of the energy deviation by about
40%, with |ΔE| < 1 kcal/mol in all cases except one. Hence,
while the contribution to the total energy deviation of the one-
body term was generally small for the tested acetonitrile cluster
configurations (about 0.05 kcal/mol per monomer) and could
be safely ignored in the optimization procedure outlined above,
an even better agreement with DMC benchmark calculations
was achieved by properly taking into account ΔE1‑body

n in the

evaluation of the interaction energies. Nevertheless, since the
results of the optimized DFT-D3 model appeared to be within
the limit of accuracy of DMC (MAE/molecule = ∼0.1 kcal/
mol), the effect of ΔE1‑body

n was neglected in the following.
Furthermore, B3LYP-D3 calculations with the refined

scaling factor (S8 = 1.22) were carried out for all clusters
considered in the present work to validate the improvement in
the computed interaction energy on molecular assemblies of
growing size. The obtained results were compared with default
S8 calculations and reported in Table 1, Figures 6 and 7.
Overall, we noted a remarkable agreement with the DMC
results at any size, energy deviations being effectively reduced
by a factor of 4 in the largest clusters. Moreover, the MAE per
molecule never exceeded 0.1 kcal/mol, thus showing a rather
flat trend versus the system size as depicted in Figure 7. These
findings suggest that the observed improvement could be
reasonably projected onto even larger clusters and/or liquid
phase systems for which high-level quantum mechanical
calculations are unfeasible.
The same general approach was employed to obtain an

effective S8 parameter to be used in combination with the
BLYP functional. Upon optimization, a value of 1.18 was set
for the present scaling factor (Table S3). As shown in Table 1,
it was found that MAE became as low as 0.69 kcal/mol for the
octamer cluster after applying the new refined S8 parameter,
meaning a 70% improvement when compared to the default
parameter (i.e., from 2.32 to 0.69 kcal/mol). By extending the
refined BLYP-D3 model to all acetonitrile configurations, we
again found an overall better agreement with respect to DMC
(Table 1).

3.3. Liquid Acetonitrile: Structural Properties and
Pressure. Structural properties of liquid acetonitrile were
determined experimentally by means of X-ray and neutron
diffraction studies.40,41 Previously, such results were adopted as

Figure 5. B3LYP-D3 (absolute) interaction energy deviations with
respect to DMC as computed by setting the S8 scaling factor to 1.22,
including (black) or subtracting (red) the one-body energy term
(ΔE1‑bodyn ) as in eq 5, on five selected configurations of the acetonitrile
8mer cluster showing the largest energy deviations (|ΔE| > 1 kcal/
mol). Without the ΔE1‑body

n term, |ΔE| is reduced by about 40% on
average.

Table 1. Error (Err), Mean Square Error (MSE), Mean Absolute Error (MAE), and MAE per Molecule (MAE/molecule) of
B3LYP-D3/6-31+G(d,p) and BLYP-D3/6-31+G(d,p) Interaction Energy Deviations with respect to DMC as Computed by
Setting the S8 Scaling Factor to 1.22 and Default (1.703) on all Acetonitrile Clusters (i.e., from 2mer to 16mer) Considered in
this Study

B3LYP-D3 BLYP-D3

default S8 = 1.22 default S8 =1.18

2mer Err −0.1394 0.0362 −0.2143 −0.0523
MSE 0.0649 0.0546 0.1293 0.0967
MAE 0.2032 0.1900 0.2850 0.2533
MAE/molecule 0.1016 0.0950 0.1425 0.1266

4mer Err −0.5698 0.0735 −0.6472 0.0213
MSE 0.4592 0.1219 0.6500 0.2082
MAE 0.5918 0.2738 0.6800 0.3583
MAE/molecule 0.1479 0.0684 0.1700 0.0896

6mer Err −1.5405 −0.2307 −1.5588 −0.1976
MSE 2.7460 0.3296 2.9953 0.4812
MAE 1.5517 0.4448 1.5798 0.5305
MAE/molecule 0.2586 0.0741 0.2633 0.0884

8mer Err −2.4171 −0.1734 −2.3207 0.0110
MSE 6.4864 0.5092 6.2462 0.6806
MAE 2.4171 0.5961 2.3207 0.6904
MAE/molecule 0.3021 0.0745 0.2901 0.0863

16mer Err −5.634 1.2989 −5.2268 1.9787
MSE 33.849 3.3564 29.7230 5.7886
MAE 5.6342 1.5144 5.2268 2.0501
MAE/molecule 0.3521 0.0946 0.3267 0.1281
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a benchmark for developing effective interaction potentials for
molecular simulations.21,42−47 In particular, it was observed
that the models proposed by Böhm et al.42,43 and Edwards et
al.44 provided structural information in very good agreement
with the experiments. Some liquid acetonitrile properties, such
as density, dielectric constant, and enthalpy of vaporization are
accurately reproduced using the interaction potential devel-
oped by Gee et al.,47 which shows pair radial distribution
functions (RDF) close to those obtained by Edwards et al.44

Hence, the RDFs obtained with the models proposed by
Edwards et al.44 and Gee et al.47 were taken as reference to
assess the accuracy of the AIMD results reported in the present
work. Figure 8 shows RDFs for selected intermolecular
interactions obtained with AIMD simulations of liquid
acetonitrile performed with (i.e., BLYP-D3) and without
(i.e., BLYP) van der Waals corrections. Although all of the
AIMD simulations provided structural results in agreement
with the reference models,44,47 simulations performed with the
addition of the D3 dispersion interactions with the new refined

S8 parameter faithfully reproduced the positions of both
maxima and minima.

Figure 6. B3LYP-D3/6-31+G(d,p) interaction energy deviations with respect to DMC as computed by setting the S8 scaling factor to 1.22 (black)
and 1.703 (default, red) on a set of acetonitrile cluster configurations: (a) 2mer, (b) 4mer, (c) 6mer, and (d) 8mer.

Figure 7. Mean absolute error (MAE) per molecule of B3LYP-D3/6-
31+G(d,p) with respect to DMC as computed by setting the S8
scaling factor to 1.22 (black) and 1.703 (default, red) on acetonitrile
clusters of growing size (i.e., from 2mer to 16mer).

Figure 8. Radial distribution functions for selected intermolecular
interactions in liquid acetonitrile (N = nitrogen atom; CT = carbon
atom of the methyl group) as issued from AIMD simulations without
(black) or with (red: default S8; blue: optimized S8) Grimme’s D3
correction energy. Reference (experimental) RDF maxima and
minima reported by Edwards et al.44 and Gee et al.47 are shown
with black circles and blue squares, respectively.
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Then, the effect on the pressure of the dispersion-corrected
BLYP was assessed from calculation of the stress tensor on a
series of configurations sampled every 0.1 ps during the AIMD
simulations of liquid acetonitrile. Similar attempts were
reported in previous studies of liquid water.17,18 Note that,
as usual, pressure calculations of small molecular systems are
characterized by very high fluctuations. Hence, according to
standard practice, we considered the time evolution of the
corresponding running average. In Figure 9, the pressure

running average is depicted as issued from all three AIMD
simulations. It was observed that a rather high pressure (∼0.6
GPa) was obtained in the simulation without dispersion
corrections, suggesting that BLYP would underestimate the
experimental density of acetonitrile. Inclusion of the D3
correction term was expected to decrease the computed
pressure as a result of the enhanced attractive interactions.
Indeed, the resulting pressure was significantly lower and
somewhat negative for BLYP-D3 simulations, showing again
that a better agreement with experiments (i.e., ambient
pressure) was observed when employing the optimized D3
term accounting for the dispersion energy correction. This also
suggests that BLYP-D3 would overestimate the density of
liquid acetonitrile at normal conditions, a result somewhat in
analogy to what was observed for liquid water by Ma et al.18

using Car−Parrinello MD simulations.

4. CONCLUSIONS
In the present work, we refined the parametrization of two very
popular empirically dispersion-corrected DFT functionals, i.e.,
BLYP and B3LYP, aiming at improving the description of the
interaction energy as occurring in molecular clusters of
growing size and, ultimately, in condensed-phase systems.
Our approach adopted the well tested and computationally
efficient Grimme’s D3 correction model and used diffusion
quantum Monte Carlo calculations as a benchmark due to the
statistically high accuracy of the latter (∼0.1 kcal/mol). Note,
however, that while keeping the same general idea, the present
approach can be easily extended to other “versions” of the still
growing family of DFT-D methods and/or to other purposely
chosen reference calculations. For example, the more recent

D4 correction shares the same two-body dispersion term of
D3, as expressed in eq 3. In particular, we performed
benchmark calculations on a large set of molecular
configurations of acetonitrile, ranging from dimers to
hexadecamers. We believe this represents a key step of our
computational protocol, since, on one hand, it allows to (over-
)emphasize the possible flaws affecting both well-established or
newly developed DFT-D models (e.g., under- or over-
estimation of the London interactions), and, on the other
hand, it helps to extrapolate the results to much larger
molecular samples. The results showed that while the default
D3 correction works surprisingly well, especially for the cost-
effective BLYP functional, there was significant room for
improvements on the computed interaction energy of medium-
to-large-sized molecular systems, as compared to DMC data.
By optimizing just one parameter of the D3 dispersion energy
term, namely, the S8 scaling factor of the n = 8 order term, we
were able to decrease the observed MAE by a factor of 4,
basically reaching the same accuracy of reference data (0.1
kcal/mol per molecule). Remarkably, the optimized D3 term
was easily transferred to AIMD simulations of liquid
acetonitrile, where small but non-negligible improvements in
the structural (i.e., interatomic pair distribution functions) and
thermodynamic (i.e., pressure) properties of the condensed-
phase system were apparent, thus validating the extrapolation
of parameters previously tailored toward molecular clusters of
increasing size. Moreover, we would like to point out that the
present protocol may benefit computationally from the use of
newly developed DFT approximations optimized for small
atomic orbital basis sets.48

While we are aware that the optimization protocol outlined
above is essentially system-dependent, meaning that the results
are tailored specifically toward a given molecular system, we
believe that this is an unavoidable necessity of an empirical
correction aiming at high chemical accuracy. Yet, in our
opinion, such a computational approach is simple and efficient
enough to be applicable to a large number of chemical systems
(including, for example, solute−solvent systems in which
solvent interactions are optimized), whenever high accuracy is
required. Indeed, the resulting dispersion corrections are
readily transferable to widely used QM and AIMD software
packages to perform cluster optimizations or MD simulations
using either atomic orbital basis sets or plane waves.
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B3LYP energy deviations of acetonitrile 8mer config-
urations computed with default Grimme’s D3 correc-
tion, without and with D3 correction including only the
n = 6 order term (Figure S1); DFT-D3 energy
deviations of acetonitrile 8mer configurations computed
at B3LYP, BLYP, M062x, and B2PLYP level of theory
(Figure S2); default DFT-D3, DFT-D3BJ, and DFT-D4
energy deviations of acetonitrile 8mer configurations
computed at B3LYP and BLYP level of theory (Figure
S3); B3LYP energy deviations of acetonitrile monomers
computed with default Grimme’s D3 correction (Figure
S4); B3LYP-D3 interaction energy deviations with
respect to DMC as computed with the 6-31+G(d,p),
6-31+D(2d,2p), aug-cc-pVTZ, and 6-31G* basis sets on

Figure 9. Pressure running average issued from AIMD simulations
without (black) or with (red: default S8; blue: optimized S8)
Grimme’s D3 correction energy. Final average values of pressure are
0.657 ± 0.234 (uncorrected), −0.207 ± 0.205 (default S8), and
−0.095 ± 0.255 GPa (optimized S8). The dashed line corresponds to
ambient pressure (10−4 GPa).
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a set of acetonitrile 8mer cluster configurations (Figure
S5); error, mean square error, mean absolute error, and
MAE per molecule of default B3LYP-D3 and BLYP-D3
interaction energy deviations computed using the 6-
31+G(d,p), 6-31+D(2d,2p), and aug-cc-pVTZ basis sets
on all acetonitrile clusters (Table S1); mean absolute
error of B3LYP-D3/6-31+G(d,p) interaction energy
deviations with respect to DMC as computed by setting
different S8 scaling factors on a set of octamer cluster
configurations (Table S2); mean absolute error of
BLYP-D3/6-31+G(d,p) interaction energy deviations
with respect to DMC as computed by setting different S8
scaling factors on a set of octamer cluster configurations
(Table S3) (PDF)
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