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ABSTRACT
Water confined in nanoscale cavities plays a crucial role in everyday phenomena in geology and biology, as well as technological applications
at the water–energy nexus. However, even understanding the basic properties of nano-confined water is extremely challenging for theory,
simulations, and experiments. In particular, determining the melting temperature of quasi-one-dimensional ice polymorphs confined in
carbon nanotubes has proven to be an exceptionally difficult task, with previous experimental and classical simulation approaches reporting
values ranging from ∼180 K up to ∼450 K at ambient pressure. In this work, we use a machine learning potential that delivers first principles
accuracy (trained to the density functional theory approximation revPBE0-D3) to study the phase diagram of water for confinement diameters
9.5 < d < 12.5 Å. We find that several distinct ice polymorphs melt in a surprisingly narrow range between ∼280 and ∼310 K, with a melting
mechanism that depends on the nanotube diameter. These results shed new light on the melting of ice in one-dimension and have implications
for the operating conditions of carbon-based filtration and desalination devices.

© 2024 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license
(https://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0239452

I. INTRODUCTION

Water under nanometric confinement is ubiquitous in nature
and important for chemistry, physics, biology, geology, and engi-
neering. It has received attention from both experiments and theory.
Experiments suggest anomalous properties such as low dielec-
tric response,1 anomalously soft dynamics with pliable hydrogen
bonds,2 and massive radius-dependent flow.3 Theory and simula-
tions indicate quantum mechanically induced friction,4,5 ice–liquid
oscillations,6 and possible superionic behavior.7 In addition to
its potential for the discovery of new physics of confined liq-
uids, nano-confined water has many promising applications, e.g.,

desalination8 and clean energy.9,10 In particular, water confined
in carbon nanotubes (CNTs) has been of interest for quasi-one-
dimensional phase transitions,11,12 macroscopically ordered water
structures,13 a transition from Fickian to ballistic diffusion,14,15

ultra-fast water hydrodynamics,2,16–18 the formation of close-packed
ice,19 as well as promising applications ranging from water purifica-
tion to blue energy harvesting.20,21

Both experiments22,23 and simulations11,18,24 suggest that the
phase diagram of water confined in sub-nanometer tubes is sig-
nificantly different from bulk water, with the formation of both
ordered hollow and filled one-dimensional polymorphs, namely,
ice nanotubes. Water confined in CNTs is of strong technological
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interest in both solid and fluid phases. Ice nanotubes have poten-
tial applications for ferroelectric devices,25,26 while liquid water in
CNTs is important for the development of high-flux membranes27

and flow sensors28 due to the strong analogy between CNTs and
aquaporins29,30 and their potential to develop artificial water chan-
nels.31 In this context, it is important to ask in which temperature
range water confined in nanotubes melts, with implications for all
the aforementioned applications. The melting temperatures of ice
nanotubes confined in CNTs have been an object of study in both
simulations11,18,24 and experiments,22,32,33 especially below a crit-
ical confinement length scale (∼2.5 nm), where the macroscopic
Gibbs–Thomson relation predicts a depression of the freezing point
of water, breaks down.34,35 However, measuring the melting tem-
perature of water in narrow carbon nanotubes is a challenge both
in experiments and simulations. In fact, x-ray diffraction (XRD)
measurements22,23 reported melting temperatures ranging from
∼300 K (pentagonal ice) to ∼180 K (octagonal ice). These results
are roughly in agreement with classical molecular dynamics (MD)
simulations11,24 based on TIP4P36 or SPC/E37 water, as well as
photoluminescence (PL) experiments.32 In contrast, Raman spec-
troscopy experiments33 reported melting temperatures that were
extremely sensitive to the CNT diameter, varying from ∼450 K
for d ∼ 10.5 Å to ∼280 K for d ∼ 15.2 Å. Qualitatively similar
results were subsequently obtained with ReaxFF38 MD simulations
in Ref. 18. In summary, the debate on the values of the melt-
ing temperature is still open: different experiments and (empirical
force-field) simulations report values ranging from ∼180 up to
∼450 K. This seemingly basic disparity has large implications for
the working conditions of liquid water and ice nanotubes in emerg-
ing nanotechnological applications. While different experimental
techniques have been applied to investigate this problem, no com-
putational work with the accuracy of electronic structure theory is
available, mainly due to the significant length and timescale needed
for reliable results.

In this work, we take a step toward computing the melting
temperatures of one-dimensional nano-confined ice and under-
standing its ambient pressure phase diagram with predictive accu-
racy. In particular, we achieve first-principles accuracy with fea-
sible computational cost by using a machine learning potential
(MLP)39,40 trained on density functional theory (DFT) data (func-
tional revPBE0-D3) and target the question: are room temperature
ice nanotubes liquid in a one-dimensionally confined CNT-like cav-
ity? To address this question, we study the melting temperature
of nano-confined ice with an implicit model, i.e., by emulating
the confining material with a cylindrical confining potential fitted
to the water–carbon interaction in sub-nanometer carbon nan-
otubes. This is a standard approach in analyzing the phase behavior
of quasi-one-dimensional nano-confined water,23,36,41 and we have
checked the reliability of our implicit model toward the explicit
modeling of the carbon atoms by using the MLP developed in
Ref. 42. To compute the melting temperatures, we determine the
most stable polymorphs for a fixed nanotube diameter by using
random structure search (RSS)43 and compute its melting temper-
ature via solid–liquid coexistence simulations. We find the melting
points of (helical) triangular, square, pentagonal, and hexagonal
ice nanotubes to be ∼10–30 K higher than the bulk water melting
temperature. In addition, we report a non-monotonic behavior of
the number of hydrogen bonds with the confining diameter that

positively correlates with the water diffusion coefficient. On the one
hand, our results confirm the possibility of studying and apply-
ing ice nanotubes at around room temperature but suggest that
the range of stability is limited at temperatures below ∼310 K, as
opposed to a previously higher suggested range. On the other hand,
our results indicate that filtration and desalination devices based
on water confined in narrow tubes do not require high working
temperatures.

II. METHODS
To ensure both computational efficiency and accuracy, we fol-

low a similar approach used in Ref. 7. We used: (1) a combination
of available DMC and CCSD(T) data to select a DFT functional
to describe the water–carbon interaction and parameterize a Morse
potential, (2) an MLP trained on bulk and confined water structures
for the water–water interaction,7,44 (3) random structure search
(RSS) to identify metastable phases, and (4) solid–liquid coexistence
simulations to compute the melting temperatures.

A. Separation of the potential energy surface
We split the potential energy of the system into the follow-

ing: (1) water–CNT interaction, modeled using a radial confin-
ing potential fitted to DFT water–CNT binding energies; and (2)
water–water interactions described by an MLP trained on DFT data.
The water–CNT interaction is modeled with the revPBE-D3 func-
tional, selected according to the benchmark on diffusion Monte
Carlo (DMC) and Coupled Cluster with Single, Double, and per-
turbative Triple interactions [CCSD(T)] (previously computed in
Ref. 45) data reported in Sec. S1 of the supplementary material.
The water–water interaction is modeled with the MLP trained on
revPBE0-D3 data for bulk and confined water in Refs. 7 and 44. The
MLP model relies on the Behler–Parrinello neural network frame-
work39 to form a committee neural network potential46 and was
trained with an active learning framework.47 The DFT functional
was selected based on DMC benchmarks,7 and the model has already
been applied to the analysis of the phase diagram of monolayer
confined water.7,44

B. Structure search
We probe potential phases of ice nanotubes using the RSS

approach in combination with the MLP. Within this approach,
we recover the previously known ice polymorphs by optimizing
a large set of structures generated by randomly placing water
molecules within the confinement region at ambient pressure. The
RSS is less suitable for the identification of helical structures, which
require a specific number of molecules. We build helical ice nan-
otubes according to the theory described in Ref. 11 and optimize
them with our model. The zero-temperature-zero-pressure stable
phase is subsequently identified as the one with the lowest energy.
The validity of our model has been tested toward DMC data
for the CNT(15,0), as described in Sec. S3 of the supplementary
material.

C. Coexistence simulations
The melting temperatures of the confined ice nanotubes are

determined via solid–liquid coexistence simulations. An initial solid
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structure is thermalized at ∼250 K; half of the oxygen is subsequently
frozen, while the other half is melted at ∼600 K and then quenched
down to ∼300 K. The interface between the solid and the liquid is
built in the NVT ensemble to avoid large box fluctuations during
the high-temperature melting phase. The coexistence simulations
are subsequently run in the NPzT ensemble with P ∼ 10 bar and
changing temperatures in the range of ∼[250, 340] K.

The melting temperature is determined according to changes
in the density and the diffusion coefficient as a function of tempera-
ture (which are plotted in Fig. 2). In particular, for d ∼ 9.5 and ∼10.2
Å, the density and diffusion coefficient as a function of the tempera-
ture present a discontinuity. With T1 defined as the highest sampled
temperature before the discontinuity and T2 as the lowest sam-
pled temperature after the discontinuity, the melting temperature
is computed as (T1 + T2)/2. The error bar on the melting temper-
ature is estimated as (T2 − T1)/2. For d ∼ 11.0, 11.8, and ∼12.5 Å,
the density and diffusion coefficient present smoother behavior as
a function of the temperature. In this case, we define T1 as the
largest sampled temperature for which the diffusion coefficient is
Dzz < 0.5 × 10−9 m2 s−1, and T2 as the lowest sampled temperature
for which Dzz ∼ 1 × 10−9 m2 s−1, comparable to the bulk water diffu-
sion coefficient at room temperature. The melting temperature and
its error bar are then estimated as above.

We note here that an alternative way to compute the melting
temperature is via free energy calculations over cooling and heat-
ing ramps. However, for nano-confined ice, this approach requires
longer time scales of hundreds of ns around the melting temper-
ature,11 and it is often affected by larger uncertainties due to the
sensitivity to the heating and cooling rate. In addition, it has been
shown that coexistence simulations provide a high precision strategy
to determine the melting temperature of ice48,49 and that, in general,
the phase coexistence and solid–liquid free energy approaches agree
with the method’s uncertainties.48–51

Further technical details on the calculation of the density and
the diffusion coefficient are reported in the following. The density is
computed as the ratio of the number of molecules and the occupied
volume inside the confining cylinder. To define the volume of the
cylinder occupied by water molecules, we consider the radial den-
sity ρ(r) as a function of the radial distance r. We define rmax as the
maximum distance r such that ρ(r) > 0. The occupied volume V is
computed as V = πr2

maxlz, where lz is the length of the simulation
box. The shaded error bars in Fig. 2(a) are computed considering
a ∼5% uncertainty in the definition of rmax. The diffusion coeffi-
cient of nano-confined ice is estimated using the VACF method.
A comparative analysis of the estimate of the diffusion coefficient
obtained by using the Einstein relation to extract the diffusion coef-
ficient from the Mean Square Displacement (MSD)52 and VACF is
reported in the supplementary material. The two approaches deliver
results in close agreement, and the VACF approach was chosen to
present results in the main paper as it delivers smaller sampling
uncertainties. The diffusion coefficient of the bulk is computed with
the MSD method using a cubic box of side L = 24.84 Å contain-
ing 512 water molecules and applying the temperature-dependent
finite-size correction from Ref. 53.

D. Computational details
Molecular Dynamics (MD) simulations are performed using

the i-PI54 code with the n2p2-LAMMPS55,56 library to calculate

the MLP energies and forces and an ASE57 driver for the radial
confining potential. The time step is fixed to 0.5 fs, and pres-
sure and temperature are controlled with the generalized Langevin
equation (GLE) barostat–thermostat as implemented in i-PI. Com-
plete details on the development of the used MLP are given
in Ref. 44.

Coexistence simulations have been performed with supercells
containing ∼700 water molecules (∼40 nm long nanotubes) to
limit finite-size effects. Tests on the effect of the number of water
molecules on the density and the diffusion coefficient are reported
in the supplementary material (Sec. S7). In particular, we show that
density in our simulations is converged compared to simulations
with ∼104 water molecules, which is comparable with the number
of molecules expected in experiments with CNTs of length ∼1 μm.
The length of the MD simulations varies from 10 to 20 ns depending
on when convergence is achieved, as shown in the supplementary
material.

The water–CNT confining potential is fitted to revPBE-D3
binding energies computed with a 1 × 1 × 3 k-point grid and ∼9 Å
long nanotubes. All calculations are run using VASP58–61 with a
1000 eV energy cutoff, fine FFT grids, and hard pseudopotentials.
Further details on the construction of the confining potential are
given in the supplementary material (Sec. S2).

The DMC calculations are performed using the CASINO62

package, using eCEPP63 pseudopotentials with the determinant-
locality approximations,64 and taking into account errors due to
finite system size65–67 and finite time step68 (convergence shown in
the supplementary material). This setup was also used to study bulk
ice,69 yielding results in excellent agreement with experiments.

III. RESULTS AND DISCUSSION
A. The melting temperature of
quasi-one-dimensional nano-confined ice

Previous experimental and empirical force-field based com-
putational work suggests that water confined in sub-nanometer
nanotubes exhibits an interesting phase diagram, with different
quasi-one-dimensional ice polymorphs stable in different dia-
meter ranges.11,23,32 In this work, we explore the phase behav-
ior of ice confined in narrow nanotubes, i.e., with a diameter
d ∼ 10 Å, at first principles accuracy. Therefore, we considered five
confining cylinders corresponding to zigzag nanotubes CNT(n,0)
with n = 12, 13, 14, 15, 16. The diameters of the considered nan-
otubes are, respectively, ∼9.5, 10.2, 11.0, 11.8, 12.5 Å. The diameters
were selected to maximize the variability in the studied phase
diagram. In fact, a different one-dimensional ice polymorph is
expected to be the most stable polymorph for each confining
diameter.11

To explore the phase behavior of the ice nanotubes, we use an
implicit confinement model. We first developed a uniform cylin-
drical confining potential fitted to revPBE-D370,71 binding ener-
gies of a water molecule inside the CNT. The DFT functional
for the water–carbon interaction was determined via an accu-
rate benchmark to DMC and CCSD(T) data from Ref. 45. The
water–water interaction is described by using the MLP from Ref. 44,
trained on revPBE0-D371,72 for treating water in bulk and
under confinement.7,44 To find all the metastable phases in each
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nanotube, we performed an RSS with a home-built Python code.
Subsequently, we identified the most stable polymorph in each
nanotube based on the minimization of the enthalpy and then
computed its melting temperature via coexistence simulations. The
reliability of our model in determining the lowest enthalpy struc-
ture has been checked against both revPBE0-D3 and DMC data,
as reported in Sec. S3 of the supplementary material. Further tech-
nical details on the RSS, the fitting of the confining potential,
and the coexistence simulations are reported in Sec. II and in the
supplementary material, together with tests on the robustness of
our model with respect to the modeling of explicit carbon (Sec.
S6). Considering the weak impact of quantum nuclear motion on
the melting temperature of bulk73 and 2D nanoconfined water7 at
ambient pressures, we restrict ourselves to a classical description
of the nuclei.

The most stable phases identified with our approach in the
five considered nanotubes are (helical) triangular (d ∼ 9.5 Å),
square (d ∼ 10.2 Å), pentagonal (d ∼ 11.0 and ∼11.8 Å), and
hexagonal ice (d ∼ 12.5 Å). Front-view snapshots of the zero-
temperature structures are reported in Fig. 1(a). We refer to the
melting temperature–diameter phase diagram in Fig. 1(b). The first

principles accuracy melting points obtained in this work are
reported with a blue triangle, red square, orange and dark green
pentagon, and light green hexagon. We find that the melting temper-
atures of ice nanotubes are ∼10–30 K above the melting temperature
of bulk water, which is 270 ± 5 K for our model.7 In particular, the
melting point of the square ice nanotube is in quantitative agree-
ment with PL32 spectroscopy. A much higher transition temperature
was reported with Raman spectroscopy at similar diameters.33 How-
ever, Chiashi et al.32 argue that the high temperature reported in
Ref. 33 could be related to the observation of the encapsulation pro-
cess (the vapor–liquid phase transition). The melting temperature
of pentagonal and hexagonal ice nanotubes is in near quantitative
agreement with XRD22,23 and Raman33 experiments, considering the
large experimental error bars and uncertainties on the confining
diameter.

It is not straightforward to compare our results to the melt-
ing temperatures predicted by empirical water models. In fact, the
MLP melting temperatures of square, pentagonal, and hexagonal ice
are ∼20–30 K higher than TIP4P, while the MLP melting temper-
ature of triangular ice is ∼90 K higher than the TIP4P prediction.
However, TIP4P predicts a bulk melting temperature of ∼230 K.74

FIG. 1. Melting temperature of nano-
confined ice tubes. (a) Snapshots of the
solid structures stable at zero tempera-
ture. Oxygen atoms are plotted in red,
and hydrogen atoms are plotted in gray.
(b) The melting temperatures of trian-
gular (blue), square (red), pentagonal
(orange and dark green), and hexagonal
(light green) ice computed in this work
are reported as a function of the con-
finement diameter. Empty black markers
show the experimental results. In par-
ticular, we use diamonds with dashed
error bars for PL,32 triangles with solid
error bars for XRD,22,23 and squares
with dotted error bars for Raman spec-
troscopy.33 Previous empirical force-field
MD simulations are reported with gray
stars for results from Ref. 18 obtained
with ReaxFF and gray circles for results
from Ref. 11 obtained with TIP4P. Dif-
ferent curves in the TIP4P results refer
to ranges where a different ice nanotube
is stable. The melting temperature of
bulk water according to our MLP is 270
± 5 K7 and is shown on the plot with a
shaded light blue area.
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Hence, TIP4P predicts a melting temperature of triangular ice ∼20 K
lower than the bulk, while the TIP4P predicted melting tempera-
tures of square, pentagonal, and hexagonal ice are ∼30–50 K higher
than the bulk. In general, the melting point of water is very sensi-
tive to the force-field used to describe the water–water interaction,
both in bulk74 and under confinement.75,76 Reference 76 shows,
for instance, a discrepancy of 300 K across empirical forcefields in
the predicted melting temperature for 2D water. In addition, we
show in the supplementary material (Sec. S8) that the spectra of
bond lengths and angles in the optimized ice nanotubes differ from
the fixed value considered in rigid models, a result similar to that
found in 2D confinement.7 Differences in the bond and angle dis-
tribution also influence the charge distributions of the considered
systems. In particular, by computing the Wannier centers with DFT
(revPBE0-D3) at zero temperature, we estimate an average dipole
moment μ ∼ 2.7 D for each ice nanotube, as opposed to D ∼ 2.18 D
for TIP4P.77 It has been shown that small differences in the mul-
tipole moments of a water model can result in ∼100 K changes
in the bulk melting temperature.77 Although our analysis is quali-
tative, this might help explain the differences between TIP4P and
our MLP. Overall, this analysis emphasizes the need for achiev-
ing predictive ability with first principles accuracy and suggests
that our work provides valuable insight into the phase diagram of
nano-confined ice.

B. Continuous or discontinuous phase transition?
The nature of the melting phase transition is of special inter-

est for water under confinement. In fact, while the melting in bulk
systems is a first-order direct process, in low dimensional systems
it can be more complex. For instance, 2D ice has been predicted
to melt into a liquid via a hexatic phase.7,78 The order of phase
transitions resembles a first order for solid to hexatic, but a second
order for hexatic to liquid.7 In the case of CNTs, previous empiri-
cal force-field MD studies showed that water in carbon nanotubes
may freeze either continuously or discontinuously, with strong sen-
sitivity to diameter and pressure.11,18,41 In particular, at ambient
pressure, TIP4P simulations from Ref. 11 suggest that the melting
transition is continuous for pores with diameters d > 12 Å, while it
can be both continuous or discontinuous for d < 12 Å. In contrast,
ReaxFF simulations from Ref. 18 suggest that the phase transition
is discontinuous for hexagonal ice and continuous for square and
pentagonal ice, while triangular ice undergoes a supercritical tran-
sition with the absence of a diffusive regime at high temperatures.
Indeed, it has been shown for 2D nano-capillaries that the order of
solid–liquid phase transitions of empirical forcefields is sensitive to
their parameterization.76

In Fig. 2, we report the density (a) and the diffusion coeffi-
cient Dz along the nanotube axis (b) as a function of temperature.

FIG. 2. Melting phase transition of nano-
confined ice tubes. We report the density
[panel (a)] and the diffusion coefficient
Dz along the cylinder axis [panel (b)] as
a function of temperature. In panel (b),
we also report the diffusion coefficient
of bulk water computed with our MLP
and compared to experimental results.79

Both the density and the diffusion coef-
ficient show signs of a discontinuous
phase transition for triangular and square
ice and a continuous phase transition for
pentagonal and hexagonal ice.
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FIG. 3. Structural and dynamical proper-
ties of liquid water for different confining
diameters at T = 320 K. (a) Snapshots
of the liquid structures. (b) Radial density
ρ(r) as a function of the radial dis-
tance r . (c) Average number of hydrogen
bonds per water molecule as a function
of the nanotube diameter at T = 250 K
(gray) and T = 320 K (blue, red, orange,
light, and dark green). (d) Diffusion coef-
ficient Dz along the nanotube axis as a
function of the diameter for T = 320 K.
The bulk value at the same temperature
computed with our model is reported with
a black dashed line. Increasing the con-
finement to a diameter d < 12 Å results
in a more centered liquid with a decreas-
ing number of hydrogen bonds and a
corresponding increase in the diffusion
coefficient.

We also report the diffusion coefficient of bulk water computed
with the MLP and compared to experimental results,79 show-
ing the accuracy of our model with quantitative agreement from
280 to 320 K. Details on the calculation of density and the dif-
fusion coefficient are given in Sec. II and in the supplementary
material (Secs. S4 and S5). With our model, both structure (den-
sity) and dynamics (diffusion) suggest that the phase transition can
be either continuous or discontinuous. In particular, we observe
the hallmarks of a discontinuous phase transition for triangu-
lar and square ice (stronger confinement regime). On the other
hand, seemingly smooth changes in the density and the diffusion
coefficient indicate a continuous phase transition for pentagonal
and hexagonal ice. As the melting temperature and the order of
phase transitions are sensitive to finite size effects, we show in the
supplementary material (Sec. S7) that our results converge with
respect to the system size. Overall, such contrasting melting behavior
observed within such a narrow range of diameters is a clear illus-
tration of the delicate and fascinating behavior of nano-confined
water.

C. Structure and dynamics of nano-confined water
depend non-monotonically on the nanotube
diameter

So far we focused on identifying the melting temperatures of
nano-confined ice tubes. To gain further insight into these systems
and to try to understand our observations, we now look at the
properties of the liquid as a function of the confinement diameter.
In Fig. 3, we report an analysis of the structure and dynamics of
the liquid equilibrated at the temperature T = 320 K. In particu-
lar, we compute the density as a function of the radial distance in
the confining cylinder, the average number of hydrogen bonds via
geometrical criteria defined in Ref. 80, and the water diffusion coeffi-
cient using the velocity autocorrelation function (VACF) method.52

We observe a non-monotonic behavior of the average number of
hydrogen bonds per molecule as a function of the confining dia-
meter that correlates positively with the non-monotonic trend in the
diffusion coefficient.

Increasing the diameter from 9.5 to 11.8 Å results in a less cen-
tered liquid, with the peak of the radial density as a function of
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the distance from the center r [panel (b)] shifting from r ∼ 1.5 Å
to r ∼ 2.6 Å. This change is accompanied by an increase in the aver-
age number of hydrogen bonds [panel (c)] from ∼2.0 to ∼2.7. The
number of hydrogen bonds in the smallest diameter is consistent
with both our RSS and previous results11 because only centered
chains of water molecules are expected to be stable for d < 9 Å.
The liquid structure in the largest diameter (12.5 Å) consists of
a chain of water molecules inside water rings, in agreement with
previous observations.11,14,41 This results in a peak in the radial den-
sity close to r ∼ 0 and correlates with a decrease in the number
of hydrogen bonds. For comparison, in panel (b), we also show
the average number of hydrogen bonds in the solid phases at the
temperature T = 250 K. The average number of hydrogen bonds
in the solid phase shows less sensitivity to the diameter, and it is
∼3.3 for d > 10.2 Å. The number of hydrogen bonds is slightly
lower for the triangular phase (d ∼ 9.4 Å), which is expected due
to the helical geometry. The liquid phase diffusion coefficient Dzz
[panel (d)] shows a consistent trend with the number of hydro-
gen bonds, increasing from ∼3.0 × 10−9 m2 s−1 at 11.8 Å to
∼5.5 × 10−9 m2 s−1 at 9.4 Å. In particular, the diffusion coefficient
for d < 10 Å is higher than the bulk value at the same temperature,
which is ∼3.8 × 10−9 m2 s−1 with our model. The increase in the
diffusion coefficient with stronger confinement is consistent with
recent experiments17 reporting ultra-fast transport (a slip length of
∼8.5 μm) in vertically aligned CNT membranes with d < 9 Å. Qual-
itatively similar behavior was found with TIP4P/2005 and SPC/E,
but not with other empirical force-field simulations, predicting a
diffusion coefficient increasing with an increasing diameter in the
sub-nanometer regime.14,18,81,82

In summary, we observe that a different liquid is associated
with a different confining diameter and ice nanotube, with the melt-
ing temperatures varying in a relatively narrow range of ∼30 K. As
the melting temperature depends on the relative Gibbs free energy
between a solid and the liquid, we think that the seemingly weak
radius dependence of the melting temperature could arise from an
overall cancellation of the effects of confinement in both the solid
and liquid phases. Finally, we acknowledge that the exact values
of both structural and dynamical properties of confined water are
expected to be influenced by the modeling of the confining material.
However, in the supplementary material (Sec. S6), we show that
our results are consistent with respect to the modeling of explicit
CNTs. In fact, we report on the diffusion coefficient and the average
number of hydrogen bonds in the three largest nanotubes consid-
ered in this work and show results that are in qualitative agreement
with those reported in the main paper with the uniform confining
potential.

IV. CONCLUSIONS
In this work, we computed the melting temperatures of quasi-

one-dimensional ice nanotubes with first principles accuracy. This
topic has been debated in the last decades, with both experiments
and classical simulations reporting melting temperatures ranging
from ∼180 to ∼450 K. Exploiting machine learning based first prin-
ciples accuracy simulations, we show that one-dimensional nano-
confined water is liquid around room temperature. In particular, we
computed the melting temperature of (helical) triangular, square,
pentagonal, and hexagonal ice in a cylindrical confining potential,

respectively, of diameters d ∼ 9.5, 10.2, 11.0, 11.8, and 12.5 Å. We
find that all the considered ice nanotubes melt in the range of
∼280–310 K. Our melting temperature of square ice is in agree-
ment with PL spectroscopy experiments;32 similarly, the melting
temperatures of pentagonal and hexagonal ice are in agreement
with Raman, XRD, and PL spectroscopy experiments.22,23,32,33 In
addition, the melting temperature of triangular ice is predicted to
be higher than previously reported. Notably, empirical force-field
simulations predicted melting temperatures differing by as much
as ∼80 K from our MLP, as well as qualitatively different behav-
ior in the diffusion coefficient. We acknowledge that the melting
temperature might be sensitive to the reference DFT approxima-
tion used to train the MLP, as recently shown for bulk water.83

Therefore, future work might investigate the sensitivity to the ref-
erence DFT functional of the melting behavior in one-dimensional
confinement. Finally, we provide an insight into the structural
and dynamical properties of water confined in different confine-
ment regimes. In a sub-nanoscale confinement regime (d < 10 Å),
we report a strong reduction in the number of hydrogen bonds
and a corresponding enhanced diffusion coefficient that exceeds
the bulk limit.

Our model is certainly limited in capturing the effects of chiral-
ity and phonon-coupling of the CNTs due to the use of a uniform
confining potential. However, we show that the uniform confining
potential remains a good model for studying the phase behavior
of quasi-1D water. In addition, by changing the confining poten-
tial, our simplified model could easily be adapted to the study of
different confinement configurations, such as 2D slits of different
widths, nanotubes of different diameters, or conical confinement
configurations.

In summary, this work suggests that first principles accuracy is
required for the modeling of one-dimensional nano-confined water.
In addition, it improves the understanding of the melting tran-
sition and structural and dynamical properties of nano-confined
water, providing further insight into technological applications for
water filtration and desalination or in the development of artificial
channels mimicking biological systems.

SUPPLEMENTARY MATERIAL

See the supplementary material for details on the CNTs confin-
ing potential, validation of our model with diffusion Monte Carlo,
the analysis of the coexistence simulations, tests on the estimates
of the diffusion coefficient, and comparison between predictions
of the implicit and explicit carbon models. See the supplementary
material for details on the CNTs confining potential, validation of
our model with diffusion Monte Carlo, the analysis of the coexis-
tence simulations, tests on the estimates of the diffusion coefficient,
and comparison between predictions of the implicit and explicit car-
bon models. The supplementary material includes Refs. 32, 36, 42,
45, 52, 58–61, 68, and 69.
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