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ABSTRACT
Phase diagrams are crucial to the design of new materials, to understand their phase stability and metastability under different thermodynamic
conditions, such as composition, temperature, and pressure. Here, we use an ab initio approach to study the phase diagram of a binary alloy
within the low concentration limit of a solute. Using the ab initio molecular dynamics calculations based on density functional theory, we
estimate the solute partitioning ratios in solid–liquid phase equilibria. The chemical potential difference between the solvent and solute atoms
in both solid and liquid phases is calculated using thermodynamic integration. As an illustration of the techniques, we have applied this
method to reproduce the phase diagram of the Al–Mg alloy at zero pressure. We also compute the ab initio solid–liquid coexistence curve of
pure Al by applying the phase-coexistence method with the free energy correction technique. The calculated results are in close agreement
with the experiment, demonstrating the reliability of the models.

© 2025 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution-NonCommercial-
NoDerivs 4.0 International (CC BY-NC-ND) license (https://creativecommons.org/licenses/by-nc-nd/4.0/). https://doi.org/10.1063/5.0264856

I. INTRODUCTION

Phase diagrams are powerful analytical tools used in various
scientific fields, including mineralogy, planetary sciences, materi-
als science, and engineering. They provide a way to visualize how
different phases of a material coexist under varying conditions.
The prediction, determination, and validation of phase diagrams
for alloys have a long history.1 The inductive approach, based on
phenomenological and semi-phenomenological models, has been
widely employed to interpolate and extrapolate the experimental
data to construct a comprehensive phase diagram. However, under
extreme conditions, for example, relevant to planetary cores, where
experimental data are unavailable, it would be useful to resort to a
theoretical approach if this is proven reliably predictive.

Thanks to the steadily rising computational power and
improvements in numerical algorithms, it is now possible to employ
quantum mechanical ab initio molecular dynamics (AIMD) simula-
tions to evaluate the chemical potential of elements in both solid and

liquid phases.2 AIMD simulations based on density functional the-
ory (DFT) have been proven to be highly accurate over a wide range
of pressures and temperatures.3–5

To understand the solid–liquid phase equilibria of a multi-
component system, it is necessary to evaluate the chemical potentials
of all its constituents. Since these can be defined as free energy
differences, it is possible to compute them using, for example,
thermodynamic integration approaches.5–7 For one-component sys-
tems, such as pure metals, thermodynamic integration has been
extremely successful in determining the free energy and hence the
ab initio solid–liquid coexistence curve up to high pressures.8–11

The phase diagram of binary alloys, for instance, Al–Mg alloy,
has been studied using experimental12 and theoretical (classical)
models13 under ambient pressure conditions. Al–Mg is an important
class of non-heat-treatable binary alloy,14 deployed experimentally,
and has several industrial applications. To understand the phases,
compositions, and thermodynamic stability as a function of tem-
perature and concentration, it is fundamental to explore their phase
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diagram, using ab initio calculations, not only to complement the
experiments but also to predict the phases or metastable states, espe-
cially at high pressures/temperature, that are not easily observed in
the experiment.

In this work, we aim to develop a model to compute the
ab initio phase diagram of binary alloys in the small concentration
limit of solute. An earlier approach for computing ab initio chemical
potentials of solids and liquids was introduced to study the partition-
ing of impurities under the earth’s core condition.5 Here, we revisit
the method with the aim to provide a simpler approach, which can
be applied with little or no modifications to existing ab initio codes,
which is a significant advantage for a more widely takeover of the
techniques. The method becomes formally exact in the limit of small
concentrations. As a demonstration of the techniques, we will deter-
mine the phase diagram of the Al–Mg alloy at a low concentration of
Mg. Before taking the alloy, we will first present a calculation of the
ab initio melting curve of pure Al, comparing it with experiments
and previous first-principles results. The approach we use is based
on the coexistence of phases, performed with an empirical poten-
tial fitted onto ab initio data, followed by free energy corrections
from the empirical model to the full ab initio system to provide the
melting curve in the pressure region ≈ 0–150 GPa.

The structure of this paper is as follows: In Sec. I, we present
the theoretical basis and computational details implemented in the
phase coexistence method and free energy correction and the details
of the technique to compute the chemical potential differences. In
Sec. III, we begin by presenting the calculation results for the melt-
ing curve of pure Al, then discuss the strategy of our model and
present the results for room pressure ab initio phase diagram of an
Al–Mg alloy, and compare our results with the available literature.
The concluding remarks of this work are given in Sec. IV.

II. THEORETICAL AND COMPUTATIONAL DETAILS
A. Coexistence simulation and free energy correction

We choose a reference model based on an embedded-atom
model (EAM)15 fitted to DFT results. The total energy function of
the EAM, Uref, is

Uref =
1
2∑i≠j

ε(
a
rij
)

n

− εC∑
i

⎡
⎢
⎢
⎢
⎢
⎣

∑
(j≠i)
(

a
rij
)

m⎤
⎥
⎥
⎥
⎥
⎦

1/2

, (1)

where ε, a, C, n, and m are fitting parameters—the separation of
atoms at position ri and rj is denoted by rij. This potential is cut
and shifted at 5.5 Å to remove discontinuity in the forces in all the
classical molecular dynamics (CMD) simulations.

The shift in melting temperature from the reference potential
to the ab initio system, ΔT, to first order, can be obtained from the
Gibbs free energy difference between the ab initio system and the
EAM, in solid and liquid. We call this difference ΔGls. The shift is
given by

ΔT ≈
ΔGls
(Tref

m )

Sls
ref

, (2)

where Sls
ref is the entropy of melting and Tref

m is the classical melting
temperature obtained from the coexistence simulation.

To compute ΔGls, we first calculate the change in the Helmholtz
free energy ΔF. We do this by using a perturbative expansion, which
relies on sampling the configuration space only with the reference
model,

ΔF ≈ ⟨ΔU⟩ref −
1

2kBT
⟨δΔU2

⟩
ref

, (3)

where ⟨⋅⟩ref denotes the thermal average evaluated in the refer-
ence potential ensemble, kB is the Boltzmann constant, ΔU = UDFT
−Uref, and δΔU = ΔU − ⟨ΔU⟩ref. Here, UDFT and Uref are the total
energy function of the ab initio system (DFT) and the reference
system (EAM), respectively.

To obtain ΔG, we expand it in terms of the change of pressure
as the potential energy function is changed from that of the EAM to
the DFT one, Δp. It is easy to show that the zero-order term of the
expansion is equal to ΔF, the first order term is zero, and the second
order term is given by

ΔG ≈ ΔF −
1
2

VΔp2

KT
, (4)

where KT is the isothermal bulk modulus. Equations (2)–(4) are
good approximations to the exact calculations, and this approxima-
tion is reliable only in the limit of Uref being close enough to UDFT,
with small fluctuations, to support the perturbative approach; for full
details, see Ref. 16.

B. The chemical potential and the phase diagram
For a two-component mixture, a binary A–X alloy, where A is

the solvent and X is the solute, the solid–liquid phase equilibrium at
the melting temperature Tm and pressure p requires

μl
X(p, Tm, cl

X) = μs
X(p, Tm, cs

X), (5)

μl
A(p, Tm, cl

X) = μs
A(p, Tm, cs

X), (6)

where μX and μA are the chemical potentials of the X and A species,
respectively, and cX is the mole fraction of X, with the superscripts l
and s denoting liquid and solid, respectively.

In the low-concentration limit of cX → 0, μX diverges logarith-
mically, and we can rewrite it as

μX(p, Tm, cX) = kBTm ln (cX) + μ̄X(p, Tm, cX), (7)

where μ̄X(p, Tm, cX) accounts for the behavior of the chemical
potential that remains finite and well-defined even cX → 0.

Using Eq. (5) in Eq. (7), we obtain the ratio of the concentra-
tions between the two phases,

cs
X/c

l
X = exp [(μ̄l

X − μ̄s
X)/kBTm]. (8)

The variation of μX(p, Tm, cX) with cX to the lowest order is
expanded as5

μ̄X(p, Tm, cX) = μ†
X(p, Tm) + λX(p, Tm)cX +O(c2

X). (9)

Here, the term μ†
X(p, Tm) indicates the excess chemical potential of

solute in the limit of zero concentration and λX is a coefficient that
quantifies the linear dependence of μ̄X(p, Tm, cX) on cX.
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Now, neglecting the term O(c2
X) systematically, Eq. (8)

becomes

cs
X/c

l
X = exp [(μ†l

X − μ†s
X + λl

Xcl
X − λs

Xcs
X)/kBTm]. (10)

We further approximate the condition of solute in the limit of
infinite dilution, cX ≈ 0, and neglect the linear order term, which
gives

cs
X/c

l
X = exp [(μ†l

X − μ†s
X )/kBTm]. (11)

To obtain the change in μA in response to a change in composition
cX, we use the Gibbs–Duhem equation,

cAdμA + cXdμX = 0, (12)

which gives

μA(p, Tm, cX) = μ0
A(p, Tm) + (kBTm + λX(p, Tm)) ln (1 − cX)

× λX(p, Tm)cX +O(c2
X), (13)

where μ0
A(p, Tm) is the chemical potential of pure A and Tm is the

equilibrium temperature. We use cA = 1 − cX. By neglecting second
order terms in cX, we obtain

μA(p, Tm, cX) = μ0
A(p, Tm) − kBTmcX +O(c2

X). (14)

We expand μ0
A(p, Tm) to linear order as a function of the

difference Tm − T0
m, where T0

m is the melting temperature of pure
solvent A,

μ0
A(p, Tm) ∼ μ0

A(p, T0
m) + (

∂μ0
A

∂Tm
)

Tm=T0
m

(Tm − T0
m). (15)

Using Eqs. (14) and (15) in Eq. (6), we obtain

μ0l
A(p, T0

m) − kBTmcl
X + (Tm − T0

m)(
∂μ0l

A

∂T
)

T=T0
m

= μ0s
A (p, T0

m) − kBTmcs
X + (Tm − T0

m)(
∂μ0s

A

∂T
)

T=T0
m

. (16)

Since μ0s
A = μ0l

A , Eq. (16) reduces to

kBTmcl
X + (Tm − T0

m)s
0l
A = kBTmcs

X + (Tm − T0
m)s

0s
A , (17)

where s0
A = −(

∂μ0l
A

∂T )
T=T0

m

denotes the entropy per atom of pure A

at the melting temperature. Then, we obtain the shift of melting
temperature as a function of cX,

(Tm − T0
m) =

kBTm

Δs0
A
(cs

X − cl
X). (18)

Note that the new equilibrium temperature Tm corresponds, in gen-
eral, to two different concentrations in solid and liquid. The change
in Tm in the liquid as a function of cl

X is known as the liquidus, T l
m,

and that of Tm in the solid as a function of cs
X is known as the solidus,

Ts
m. Using Eq. (11) in Eq. (18), the liquidus and solidus temperatures

are expressed as

T l
m = T0

m +
kBT l

m

Δs0
A
(exp [Δμls

X/kBT l
m] − 1)cl

X, (19)

Ts
m = T0

m +
kBTs

m

Δs0
A
(1 − exp [−Δμls

X/kBTs
m])c

s
X, (20)

where Δμls
X = μ†l

X − μ†s
X and Δs0

A denotes the entropy of fusion of
the pure solvent A. Hence, we identify that T0

m, Δμls
X, and Δs0

A
are the thermodynamic quantities required to compute the phase
diagram. Solving these transcendental equations (19) and (20) self-
consistently, we can obtain the ab initio phase diagram of the binary
A–X alloy.

C. Computational details
We have used the projector-augmented-wave method17,18 as

implemented in Vienna Ab initio Simulation Package (VASP)19

to perform all DFT and AIMD calculations. The underlying
exchange–correlation energy is treated by generalized gradient
approximation of Perdew–Burke–Ernzerhof (PBE).20 The core radii
for Al and Mg are of 1.01 and 1.06 Å, respectively. A value of 312 eV
is set for the cutoff energy, and k-points of Monkhorst–Pack21 are
used in Brillouin zone sampling. The finite-temperature formulation
of DFT by Mermin (Ref. 22) is used to address the thermal excita-
tion of electrons at high temperatures. The constant temperature in
AIMD is achieved using a Nosé23 thermostat.

III. RESULTS AND DISCUSSION
A. Solid–liquid coexistence curve of aluminum

As a starting point, we begin by computing the ab initio melt-
ing curve of pure Al, applying the solid–liquid phase coexistence
and then free energy correction technique, following the proce-
dure outlined in Ref. 16. We initiate the calculation by performing
AIMD simulations within the canonical ensemble (NVT) at a pres-
sure ≈0 GPa for the solid and ≈4 GPa for the liquid. From the
trajectory of the AIMD simulations, we then extract 150 configu-
rations and their corresponding pressure and energies. We utilize
these extracted quantities to fit the EAM parameters. The value of
the fitted parameters are ε = 0.1267 eV, a = 3.1233 Å, C = 9.9748,
n = 7.4197, and m = 3.4677. For the high-pressure region, we retune
the fitted parameters to ε = 0.1138 eV, a = 3.0556 Å, C = 9.9749,
n = 7.5452, and m = 3.5012 by fitting with AIMD results at
p ≈ 130 GPa.

We create a large 10 × 10× 20 rectangular supercell box con-
taining 8000 aluminum atoms and perform the CMD simulation
under microcanonical conditions (NVE) for 300 ps and at a time
step of 1 fs. The drift in the equation of motion is monitored by vary-
ing the simulation time step from 1 fs to 3 fs, and it is found that a
time step of 1 fs gives the minimum drift less than 0.04 K/ps. Finally,
the standard reblocking procedure24 is used to inspect the error in
melting temperature and found negligible (less than 5 K).

To calculate the free energy corrections between DFT and the
EAM, we perform two independent CMD calculations using 500 Al
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atoms for both solid and liquid in the canonical ensemble main-
taining the melting conditions (p, Tref

m ) for 100 ps of the simulation
period. We extract several (typically>50) statistically independent
configurations and perform DFT total energy calculations using a
k-grid sampling of Γ point, 2 × 2× 2, and 3 × 3× 3. We find that
the value of ΔGls is converged at a 2 × 2× 2 k-grid with a pre-
cision <1 meV/atom when the number of configurations > 50 is
used [Fig. 1(a]. The ab initio melting curve, including the melt-
ing temperature and slope dTm/dp = 65 K/GPa at p ≈ 0 GPa, is
in excellent agreement with previous ab initio calculations25 and
experiments26,27,29–31 as depicted in Fig. 1(b).

B. Phase diagram of Al–Mg alloy
Moving beyond the one-component system, we develop a

model for the ab initio phase diagram of a two-component alloy
system A − X (A = Al and X = Mg) based on chemical potential
calculations of the mixing components using the thermodynamic

FIG. 1. (a) Free energy differences between solid and liquid, including error bars,
with respect to the number of independent configurations at different pressures
and (b) comparison of the calculated ab initio melting curve of Al with the available
literature.4,25–28

integration technique. The chemical potential μ of a solute X in solid
or liquid solvent A is either the Gibbs free energy change when an
atom of X is introduced to the system at constant temperature T and
pressure p or the change in Helmholtz free energy at constant T and
volume V . It is convenient to convert solvent into solute, which gives
the chemical potential difference μX − μA for both solid and liquid
phases at constant V . For two systems containing the same num-
ber of atoms, but having different total energy functions U1 and U0,
the value of μX − μA can be calculated using thermodynamic inte-
gration, computing the Helmholtz free energy difference F1 − F0.
This provides the reversible work performed during the continuous
transition from U0 to U1 at constant volume, expressed as

F1 − F0 = ∫

1

0
dλ⟨U1 −U0⟩λ, (21)

where ⟨. . .⟩λ denotes the equilibrium ensemble average for the sys-
tem with the hybrid energy function Uλ = (1 − λ)U0 + λU1. This
technique has been used in many DFT studies.5,11,32,33 If U0 and U1
are close, using the perturbative approach, we can calculate the free
energy difference from the two ends at λ = 0 and λ = 1,

F1 − F0 ≈ ⟨U1 −U0⟩λ=0 −
1

2kBT
⟨δΔU2

⟩
λ=0

(22)

and

F0 − F1 ≈ ⟨U0 −U1⟩λ=1 −
1

2kBT
⟨δΔU2

⟩
λ=1

. (23)

To determine the phase diagram of the Al–Mg alloy at p = 0 GPa,
we perform NVT AIMD calculations for both the pure Al system
λ = 0 and the Al–Mg system (Al system with one atom substituted
by Mg atom) λ = 1 in solid and liquid phases. We then extract a large
number of independent configurations from their trajectories. From
the pure Al configurations, corresponding to λ = 0, we compute both
the pure Al energies, U0, and the energies U1 where one Al atom
has been replaced with a Mg atom. From the Al–Mg configurations,
generated with a system containing one Mg atom in place of an Al
atom, and therefore corresponding to λ = 1, we compute once again
both the pure Al energies, whereby the Mg atom has been replaced
with an Al atom, and the Al–Mg energies.

The total energies of the pure Al system, U0, and Al–Mg
system, U1, is calculated using DFT single-point calculations, and
⟨U1 −U0⟩λ=0 and ⟨U1 −U0⟩λ=1 are evaluated, together with the cor-
responding fluctuations. If the fluctuations are not too large (less
than a few tens of meV/atom), we compute the change in free energy
for both solid and liquid phases as

ΔF =
⟨ΔU⟩λ=0 + ⟨ΔU⟩λ=1

2
. (24)

If the fluctuations are larger, then we include the slope from the
fluctuation to ⟨ΔU⟩λ at the two end points λ = 0 and λ = 1, for both
solid and liquid, we join the two linear relations at their intersection
point, which lies between 0 and 1. We then calculate the area under
the resulting piecewise linear curve, which provides a more accurate
value of Δμls

Mg.
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FIG. 2. [(a) and (b)] Chemical potential differences of Mg atom between solid and liquid Δμls
Mg with error bars, using different numbers of independent configurations, numbers

of atoms, and k-points for λ = 0 and λ = 1, respectively. (c) Calculated ab initio phase diagram of Al–Mg alloy up to six atomic percentage of Mg and the experimental
result.12 The shaded red region between the dotted lines represents the error range, based on the one sigma error bars from the computed chemical potential.

In addition, the entropy of melting of pure Al at pressure p
and temperature T is readily calculated by using the energies and
volumes of solid and liquid,

Δs0
Al =

El
− Es
+ p(V l

− V s
)

T
. (25)

The AIMD simulations, under the canonical ensemble, are per-
formed for both solid and liquid phases using different numbers of
atoms over a simulation period up to 40 ps to produce p = 0 GPa at
T = 920K. We use 2 × 2× 2 k-mesh sampling for a supercell contain-
ing 108, 256, and 500 Al atoms, while Γ-point sampling for a larger
system with 864 atoms. The total energy single-point calculation is
performed using symmetric k-points up to 6 × 6× 6. Interestingly,
we found that convergence with respect to k-point sampling is much
faster if we use grids reduced to only the points of the irreducible
Brillouin zone of the perfect crystal. This is explained by the fact
that both solid and liquid, when averaged over hundreds of con-
figurations, have approximately the same full cubic symmetry. To
investigate the convergence, we calculate Δμls

Mg using Eqs. (22) and
(23), varying the numbers of atoms, k-points, and statistically inde-
pendent configuration, as presented in Fig. 2(a) for λ = 0 and in
Fig. 2(b) for λ = 1. It is clear that a supercell containing 256 atoms
with a 6 × 6× 6 symmetric k-grid with independent configurations
> 400 gives the converged value of Δμls

Mg.
Using the techniques explained above, the values of Δμls

Mg and
Δs0

Al are determined to be −0.088 ± 0.012 eV/atom and 1.35 kB,
respectively, at zero pressure. From Eqs. (19) and (20), we deter-
mine the solidus and liquidus and hence the ab initio phase diagram
of Al–Mg up to six atomic percentage of Mg, as shown in Fig. 2(c).
Here, we arbitrarily cut at 6% because our method is, as described
before, only effective in the zero concentration limit, and therefore,
errors become larger at larger concentrations. The calculated solidus
and liquidus lines are in good agreement with the experiment, within
a one-sigma error band region.

IV. CONCLUSION
We have shown that the phase-coexistence method with free

energy correction is an effective technique for calculating the

ab initio solid–liquid coexistence curve for a single-component sys-
tem, as demonstrated by applying this method to pure aluminum.
The success of this method depends heavily on the quality of fitting
the reference potential with DFT.

Most importantly, we have introduced a concise model to com-
pute the ab initio phase diagram of the two-component alloy A–X
system (here A = Al; X = Mg), which is based on calculating the
chemical potential difference of solute X in solvent A, using the ther-
modynamic integration technique. The phase diagram for Al–Mg
alloys, calculated using this model at zero pressure and within a small
concentration limit of Mg, is in fair agreement with the experimental
results.

The method presented to calculate the ab initio phase diagram
of binary alloy is designed to be widely applicable to any two-
component alloy systems where the focus is on the limit of small
concentration. The primary advantages of the method are its gen-
erality and ease of implementation. It is easy to implement using
general purpose DFT codes, without requiring in depth modifica-
tions of the codes themselves. As a result, one can build workflows
easily applicable to a large variety of systems to calculate the phase
diagram up to high pressures, which is unique compared to other
available methods.
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