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In design problem such as a new configuration of plasma actuator for maximizing the
velocity of the airflow, experimental setup is done by an ad-hoc procedure. This provides
the researcher with a relationship of the input parameters (width of the electrode, dis-
tance of the electrodes, the voltage and etc) and the velocity. As the experiments are time
consuming and expensive in most of the cases, the above method is not always a reason-
able approach in finding the optimal plasma configuration. In this paper response surface
methodology, a surrogate modelling approach, is used to allow a systematic investigation
in setting the experiments and finding the optimal plasma configuration. This allows the
researcher to consider the uncertainty in observation and find a reliable approximate model
for the induced velocity. Furthermore, the velocity of the airflow is modelled with small
while enough number of experimental setups. The model is validated with the experimental
data.

I. Introduction and motivation

During the past decade in the field of flow control, the use of plasma actuators has been implemented
by many researchers. This new approach involves the use of dielectric barrier discharge (DBD) plasma

which can be produced by means of two asymmetric electrodes separated by dielectric material. One of the
electrodes is typically exposed to the air and connected to the high voltage supply while the other one is fully
covered by the dielectric material and is earthed. Having no moving parts in its configuration, near instanta-
neous response, relatively low power consumption in addition to a wide range of operational frequencies made
this technique non-negligible in flow control field. They have shown their ability to manipulate boundary
layer,1–5 delay separation on airfoils6 and turbine blades,7 the laminar to turbulent transition point manipu-
lation,8 control of separation on the stationary9 and oscillating airfoils,10 wake of cylinder modification11–14

leading to reduced noise levels.15 Enloe et al. and Roth et al. presented numerous findings on the physics
of plasma actuators, geometric arrangements based on measurements of thrust output, voltage and plasma
emission measurements.16–22 A new design of plasma actuator developed at the University of Manchester
has been shown to increase the induced velocity using multiple encapsulated electrodes.23–25

In most of the studies, the effect of one parameter on velocity is being studied while the others are
kept constant at a prescribed value. This ad-hoc process continues for all the parameters to finally find a
relationship between velocity and different type of actuator configuration.

Although this methodology provides the best configuration amongst the implemented experiments, there
is no guarantee for finding the best possible configuration. That is, the final configuration is only limited to
the already implemented setups which may not be optimum globally.
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It also should be taken into account that each experiment is an expensive job to be done. In addition, there
may be many redundant experiments without any use which only adds the cost of simulation. Furthermore,
this method is exhaustive when the number of parameters (input variables) is large. Add to this difficulty
is the investigation of the true value of velocity in presence of the human uncertainty and error in recording
the observations. These lead to seeking a more systematic way for finding the effects of each parameter on
the velocity. The methodology should be able to set the most informative set of experiments while keeping
the number of experiments as low as possible. Finally, one may expect to find a new configuration of plasma
actuator, which uses multiple encapsulated electrodes, more optimally.

To do so, we will use surrogate modelling.26 Surrogate modelling alleviating the above burdens by
constructing approximation models. These methods effectively follow the behaviour of the simulation results
as closely as possible. Surrogate modelling includes response surface methodology,27,28 Neural networks,29

evolutionary programming30 and Kriging interpolation.31,32 Examples of widely used surrogate modelling
includes the multidisciplinary design of the high speed civil transport,33,34 structural optimization,35 blade
shape design optimization36 and Aerospike Nozzle Design.37

In this study, we chose RSM to approximate a mathematical function for the velocity of the airflow in
presence of the width of the electrode, voltage and the distance of the upper and lower electrode as design
variables. A numerical optimization is carried out to find the maximization of the velocity with the optimum
value of the design variables.

The paper is organized as follow. Section 1 gives the overview of the problem and optimization formu-
lation. In Section 2 and 3 RSM and design of experiments are illustrated. The results and analysis are
discussed in section 4 while in section 5 we conclude the paper and give recommendation for future work.

II. Problem definition

As mentioned before, the purpose of this paper is to present a systematic methodology in order to find the
best possible configuration of plasma actuator in order to maximize the induced velocity of the airflow. The
new configuration of plasma actuator uses multiple encapsulated electrodes. A sketch of the electrode can
be seen in Figure 1. Plasma actuator consists of one exposed electrode which defines the baseline and three
more electrodes positioned under it and isolated by Kapton material as a dielectric. In Figure 1, the different
parameters of the problem are defined. Obviously finding the best possible configuration by changing these
parameters as well as voltage and frequency is an exhaustive job. In the following section we discuss this
issue and introduce an optimization methodology to do so.

Figure 1: Multiple-Encapsulated plasma actuator (left), design parameters of the actuator (right)

A. Optimization problem formulation

Obviously, the above defined problem is a optimization task, which should be formulated subject to some
geometrical constraints; the width of the electrodes, the voltage, frequency and the distance of the electrode
from the exposed one (See Figure 1).

The induced velocity is the desired measure for maximization. Therefore, it is selected as the objective
function for this optimization problem. The following is the optimization problem formulated for our purpose:
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Maximize V elocity,

s.t. 180 ≤ d1 , d3 ≤ 540,

5 ≤ w1 , w3 ≤ 40,

10 ≤ vol ≤ 16,

500 ≤ freq ≤ 20000,

d2 = 360 , w2 = 5,

where parameters are listed in Table 1.

Design variables

Name voltage Frequency depth of E1 depth of E3 width of E1 width of E3

symbol vol freq d1 d3 w1 w3

unit V Hz mm mm mm mm

Table 1: Design variables

To solve the above problem the velocity should be formalized and an algorithm should be used for finding
the solution. For estimating the velocity we use surrogate modelling technique. MATLAB is used for solving
the above problem for performing the sequential quadratic programming (SQP).

III. Response Surface Modeling Method

Response surface methodology (RSM) is an approximation technique for analyzing the experimental data
in order to construct a model for the behaviour of the system. The advantage of using the RSM is on its
capability in situation in which there are inevitable noise. In addition, RSM can be applied for modelling
where there are few experiments. This is of the most interest as the experimental setups are both time
consuming and expensive to be done.

RSM performs a series of experiments for a predefined set of design points (independent variables) and
using the responses (observations) obtained, it constructs a surface over the design space. For obtaining such
a surface, RSM implements the regression analysis.

In many RSM applications, the quadratic polynomial is employed as the prescribed model. The reason lies
in the fact that cubic and higher order polynomial need huge experiments which makes the RSM expensive. In
addition, cubic and higher order polynomial generates the local minimum/maximum in the response surface.
This abandons some optimizers to obtain the global optimum point in optimization process. Therefore, for
having an accurate model while keeping the computational expense lower, the quadratic polynomial is used.
The response surface, then, is expressed as follows:

F = velocity = b0 +
∑

j

bjxj +
∑

j

∑

i

bijxixj (1)

where F is the response function, xi and xj are the design variables, and bi, bj , bij are the unknown
polynomial coefficients which are to be determined through regression analysis.

For the purpose of this paper, the response is the velocity of the airflow and the design variables are the
ones listed in Table 1 (See Figure 1)

To fit the above model we need to set the most informative experiments for combinations of the prescribed
design variables to record the velocity (response) for each of them. Design of experiments is employed for
this purpose.
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IV. Design of Experiments Theory

Building an approximation model involves choosing the most revealing sample of data representing the
whole design space. Design of Experiments (DoE)28 is a method for selecting the input parameter values as
an appropriate sample at which a limited number of experiments to be conducted for recording the response
value.

In literature, variety of alternatives in DoE exists. These include Full Factorial Designs, Fractional
Factorial Designs, Plackett-Burman designs, Central-Composite Designs, Taguchi designs, D-Optimal designs
and etc.27 All of these methods have some pros and cons. Therefore, the most relevant one should be
implemented based on the problem under the study. The choice of the design of experiments has a large
influence on the accuracy of the approximation and the cost of constructing the response surface.

For our purpose, D-Optimal Experimental Designs is chosen, because of its favourite properties. It
requires fewer number of experimental runs and simulations compared to the other methodologies. In
addition, it can be used for irregular shaped design space which is the case for our study.

A. D-Optimal Experimental Designs

In D-optimal design a sample of experiments in a design space is chosen from a larger set of candidate points.
The objective is to minimize the variance (uncertainty) in the estimated coefficients of the polynomial model
(1). The optimization methods are used to create D-optimal experimental designs. D-optimal design is
shown its effectiveness by constructing a reliable model with few experiment setups. The number of required
experiments is about twice the number of polynomial coefficients. To construct the model for the velocity,
depending on our resource limitations, we decided to select 37 experiments by D-optimal design method.
The ranges of each design variable are listed in Table 2.

Design variables

Name vol freq d1 d3 w1 w3

Level {10,12,14,16} {500,1000,5000,7000,10000,20000} {180,540} {180,540} {5,40} {5,40}
Coded {-1,-0.33,0.33,1} {-1,-0.6,-0.2,0.2,0.6,1} {-1,1} {-1,1} {-1,1} {-1,1}

Table 2: Design variables ranges

It should be noted that using Full factorial design as an alternative of the D-optimal design, it would
be needed for the total of 28 test setup. Obviously this needs a huge number of simulation run leads to
computational expenses.

Using the above information, we are able to fit a reliable model (1) and perform the optimization for
maximizing the velocity.

To ensure the accuracy of the fitted model (the goodness of fit), the approximation model is evaluated
based on coefficient of determination statistic (R2), adjusted R-squared statistic adj − R2 and root mean
square error (RMSE). We also calculate variance inflation factor (VIF) to detect the multicolinearity.

V. Results and analysis

Using the information in Table 2, we conduct the experiments with different plasma configurations. The
velocity fields generated are recorded using Particle Imaging Velocimetry (PIV). Table 3 summarizes the
value of velocity measured for each setting of the sample data. The quadratic polynomial model is then
approximated as

V elocity = −1.14− 0.00129x1 − 0.0019x3 + 0.000068x5

+ 0.145x6 − 0.000007x1x3 + 0.000106x1x6 + 0.00078x3x6 (2)

where X=(d1, d3, w1, w3, freq, vol). As can be seen, the model only contains interaction term with the
absence of the depth and width of electrode 3. This only is because of the fact that we have an irregular
design space which leads to the correlation between the specifications of electrode 1 and 3.
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Design variables response

Run vol freq d1 d3 w1 w3 Velocity

1 0.33 -0.6 -1 1 1 -1 1.75

2 -0.33 -1 -1 -1 1 1 0.32

3 -0.33 -0.2 -1 -1 1 1 0.9

4 0.33 -0.6 -1 -1 1 1 1.67

5 -0.33 0.2 1 -1 -1 1 1.07

6 -0.33 0.2 1 1 -1 -1 0.92

7 -0.33 0.2 -1 1 1 -1 1.46

8 -0.33 0.2 -1 -1 1 1 1.09

9 -0.33 -0.2 1 -1 -1 1 0.95

10 -0.33 0.6 -1 1 1 -1 0.81

11 -0.33 1 -1 1 1 -1 1.197

12 -0.33 0.6 -1 -1 1 1 0.56

13 0.33 -0.6 1 -1 -1 1 1.55

14 -0.33 0.6 1 1 -1 -1 0.7

15 -0.33 0.6 1 -1 -1 1 0.64

16 -0.33 -0.2 1 1 -1 -1 0.878

17 0.33 -0.6 1 1 -1 -1 1.75

18 0.33 -0.6 1 -1 -1 1 1.81

19 -0.33 -0.6 -1 -1 1 1 1.37

20 -0.33 -1 1 -1 -1 1 0.45

21 -0.33 -0.2 -1 1 1 -1 1.386

22 0.33 -0.6 1 -1 -1 1 1.81

23 -0.33 -1 -1 1 1 -1 0.47

24 -0.33 1 1 -1 -1 1 1.02

25 -0.33 -0.6 -1 -1 1 1 1.37

26 1 -0.6 1 -1 -1 1 1.95

27 -0.33 -0.2 1 1 -1 -1 0.88

28 -0.33 -1 1 1 -1 -1 0.435

29 -1 -0.6 -1 -1 1 1 1.027

30 -1 -0.6 -1 1 1 -1 1.1

31 -1 -0.6 1 1 -1 -1 1.046

32 -1 -0.6 1 -1 -1 1 1.02

33 -0.33 -0.6 1 -1 -1 1 1.08

34 0.33 -0.6 -1 1 1 -1 1.82

35 -0.33 -0.6 1 1 -1 -1 1.1

36 1 -0.6 1 1 -1 -1 2.17

37 -0.33 -0.6 -1 1 1 -1 1.66

Table 3: Sample data for D-Optimal design (coded)
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The accuracy measurements statistics are shown in Table 4 indicating a reasonable approximation. In
addition, the normal probability plot of the residuals shows that the residuals scatter normally (Figure 2).
That is, the model (2) is fit reasonably to the experimental data.

Static

Name R2 Adj R2 RMSE p-value

Value 95.8 % 94 % 11.2 % 0.002

Table 4: Goodness of fit statistic

Figure 2: Normal probability plot (left), fitted values versus residual (right)

It should be noted that some of the parameters of the problems are highly correlated with high VIF.
Therefore, they were removed in regression analysis for the sake of accuracy of the measurement.

For further investigation, error analysis has been done on the model defined by the difference between
the actual response and fitted value. The maximum and average absolute value of the error is presented in
Table 5.

Error Analysis

Name Max |%error| Average |%error|
Value 27.2 % 8%

Table 5: Error analysis

Using the model of Eq. 1 and the boundary constraints listed in Table 2, the following optimization is
formulated:

Maximize V elocity = f(volt, freq, d1, d3, w1, w3),

s.t. d1 < d2 < d3 or d3 < d2 < d1,

180 ≤ d1 , d3 ≤ 540,

5 ≤ w1 , w3 ≤ 40,

10 ≤ vol ≤ 16,

500 ≤ freq ≤ 20000,

where the first set of constraints ensures the prescribed distance between the electrodes.
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Optimum setting Optimum response

vol freq d1 d3 w1 w3 Predicted Velocity Error interval

16 19800 536 188 39 16 3.02 (2.76 , 3.02 , 3.27)

Table 6: Optimum configuration setting

Using MATLAB, we solved the above problem and the result is tabulated in Table 6.
Figure 3, shows the velocity respect to voltage and depth of electrode 1 as two of the most influenced

variables while the other parameters are kept fixed at their optimum value.

1.7554
1.75541.8823

1.8823
1.88232.0092

2.0092 2.0092
2.1361 2.1361 2.1361
2.263 2.263 2.263

2.3899 2.3899 2.3899

2.5168 2.5168 2.5168

2.6437 2.6437 2.6437

2.7706 2.7706 2.7706

2.8975 2.8975 2.8975

 depth of E
1

 
v
o
l
t
a
g
e

200 250 300 350 400 450 500
10

11

12

13

14

15

16

(a) Velocity contour plot

200
300

400
500

10111213141516

1.6

1.8

2

2.2

2.4

2.6

2.8

3

 voltage
 depth of E

1

 
v
e
l
o
c
i
t
y

1.8

2

2.2

2.4

2.6

2.8

3

(b) Velocity versus voltage and depth of E1

Figure 3: Velocity surface respect to the design parameters

Based on the figure, it is obvious that the surface of velocity respect to voltage and depth of electrode
1, is twisted as a result of interaction term in Eq. 2. The contour plot also shows that with high value of
voltage the velocity increases if the electrode 1 is kept deep in the dielectric and away from the exposed
electrode.

As can be seen, the error interval (calculating from the average absolute error) contains the velocity which
has been verified by our experiments. This shows that the results from the experiments and the numerical
optimization provide pretty much the same configuration.

Figure 4: Experimental setup for multiple encapsulated actuator with contour of highest velocity

7 of 9

American Institute of Aeronautics and Astronautics



VI. Conclusion and future work

In this paper, we proposed a methodology to study the velocity of the airflow using the Plasma actuator.
We have used the optimization technique accompanying by response surface methodology. The D-Optimal
experimental design is used to keep the dimensionality of the design space and make the experiments as
affordable as possible. After fitting the data to a quadratic polynomial velocity, we maximized the value
subject to the problem constraints. We were able to validate the proposed configuration by experimental
test data. However, we recognized some correlation between the depth of electrode 1 and 3 and also their
width. This is predictable as we face an irregular design shape. In addition, the fitted approximation model
only contains the interaction term. For this purpose for further investigation we may consider middle point
for these four design parameters to provide a more accurate approximation. As another future consideration,
it is worth looking simultaneously at the velocity and the power. This leads to multiobjective optimization
and finding the best trade-off for the configurations.38 This allows the researcher to find the best possible
configuration in order to maximize the airflow meanwhile keeping the power minimum.
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