
royalsocietypublishing.org/journal/rspb
Research
Cite this article: Hill MS, Reuter M, Stewart

AJ. 2019 Sexual antagonism drives the

displacement of polymorphism across gene

regulatory cascades. Proc. R. Soc. B 286:

20190660.

http://dx.doi.org/10.1098/rspb.2019.0660
Received: 20 March 2019

Accepted: 12 May 2019
Subject Category:
Evolution

Subject Areas:
evolution, genetics, theoretical biology

Keywords:
sexual antagonism, gene regulation, binding

site, transcription factor, regulatory cascade
Authors for correspondence:
Max Reuter

e-mail: m.reuter@ucl.ac.uk

Alexander J. Stewart

e-mail: astewar6@central.uh.edu
Electronic supplementary material is available

online at https://dx.doi.org/10.6084/m9.

figshare.c.4509887.
& 2019 The Author(s) Published by the Royal Society. All rights reserved.
Sexual antagonism drives the
displacement of polymorphism across
gene regulatory cascades

Mark S. Hill1,2, Max Reuter2 and Alexander J. Stewart3

1Department of Ecology and Evolutionary Biology, University of Michigan, Ann Arbor, MI, USA
2Research Department of Genetics, Evolution and Environment, University College London, London, UK
3Department of Biology and Biochemistry, University of Houston, Houston, TX, USA

MSH, 0000-0003-0718-8934; MR, 0000-0001-9554-0795; AJS, 0000-0001-5234-3871

Males and females have different reproductive roles and are often subject to

contrasting selection pressures. This sexual antagonism can lead, at a given

locus, to different alleles being favoured in each sex and, consequently, to

genetic variation being maintained in a population. Although the presence

of sexually antagonistic (SA) polymorphisms has been documented across a

range of species, their evolutionary dynamics remain poorly understood.

Here, we study SA selection on gene expression, which is fundamental to

sexual dimorphism, via the evolution of regulatory binding sites. We show

that for sites longer than 1 nucleotide, expression polymorphism is main-

tained only when intermediate expression levels are deleterious to both

sexes. We then show that, in a regulatory cascade, expression polymorphism

tends to become displaced over evolutionary time from the target of SA

selection to upstream regulators. Our results have consequences for under-

standing the evolution of sexual dimorphism, and provide specific empirical

predictions for the regulatory architecture of genes under SA selection.
1. Introduction
Adaptive responses to divergent selection in males and females are hampered by

a largely shared genome, which slows or even prevents the evolution of sexual

dimorphism, where the two sexes reach their respective phenotypic optima. In

this situation, populations can experience the invasion of ‘sexually antagonistic’

(SA) alleles that are beneficial in one sex, but deleterious in the other [1–4].

Sexual antagonism is increasingly recognized as a taxonomically wide-

spread and evolutionarily important phenomenon. A wealth of empirical

evidence for SA fitness variation across a wide range of animal and plant

species has now accumulated [5–11]. Sexual antagonism is thought to be a

key driver for the evolution of sex chromosomes [12,13] and sex determination

[14–16], to play a role in reproductive evolution (by eroding ‘good genes’

benefits of sexual selection [17]), and to mitigate the evolution of reproductive

conflict between the sexes [18]. More generally, sexual antagonism has been

predicted to maintain alleles in balanced polymorphism [19] and thus may

also contribute to the maintenance of genetic and fitness variation within

populations [20,21] and a reduction in the evolvability of both sexes [22].

The conditions that favour emergence and maintenance of SA variation in a

population have been explored by a large body of theoretical work. These

previous models have captured the fate of SA variation in infinite populations

[1,23] under a wide range of dominance effects [24], in the presence of genetic

drift in finite populations [25,26], under fluctuating environments [27], and

when there is selection on linked SA polymorphisms [19,28]. What they all

have in common, however, is that they consider small numbers of allelic

variants at one or a small number of loci (often a single bi-allelic locus).

It is important to realize that the abstract concept of the ‘locus’ in these

models imposes limitations on the applicability and generality of their results.
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Specifically, the notion of alleles segregating at distinct and

unlinked loci makes the implicit assumption that variants

with SA fitness effects can arise by simple, individual

mutation events. This is appropriate when considering SA

selection on protein coding sequences, where non-synon-

ymous substitutions can generate evolutionary relevant

phenotypic variation in males and females. However, the

assumption of isolated polymorphisms breaks down in the

case of regulatory evolution, where the phenotype—and

hence fitness—is determined by the match between the

sequence of a putative binding site and the motif that is

recognized by a transcription factor (TF). Here, it is the combi-

nation of sequence states at all positions of a binding site that

matters, rather than the state at any individual position. The

degeneracy of individual regulatory sequences typifies regu-

latory evolution but, in the framework of existing models of

sexual antagonism, would imply complex effects of linkage

and epistasis that cannot be readily analysed. Accordingly,

previous models are of limited use to predict SA evolution

of gene regulation.

Developing models which allow us to explore the evolution

of gene regulation under SA selection is an important goal,

because SA selection on regulatory regions is all but inevitable.

This inevitability arises because sexual dimorphism requires the

differential use, and hence expression, of genes in males and

females and therefore can only arise via a period of opposing

selection on gene regulation between the sexes [29]. Under-

standing how sexually dimorphic regulation can evolve, and

the constraints that may oppose its evolution, necessitates

models that can adequately describe the evolution of regulatory

binding sites under sex-specific selection.

To model binding site evolution in this way, we here

build on previous work that considers the fitness landscape

of sequence states across the entire binding site by integrating

the known biophysical properties of TF binding into models

of regulatory evolution. These models often make the simpli-

fying assumption that each nucleotide within a binding site

contributes equally and independently to that site’s binding

energy. While in reality this may not always be true [30,31],

these models are considered to appropriately capture the

evolutionary dynamics of gene regulation [30,32–36].

We extend these models to study the effects of SA selection

on cis-regulatory evolution. We explore, via simulation and

analysis, the selective conditions that permit invasion and main-

tenance of SA binding site variants in a population. We then

expand our modelling framework to consider regulatory

cascades under SA selection, and determine where in a regulat-

ory chain polymorphisms are most likely to arise and persist.

We show that regulatory architecture has a fundamental

impact on our expectations about the selective conditions, and

the positions within a regulatory network, that give rise to SA

polymorphisms. We further show that SA selection can lead

to ongoing reorganizations in regulatory cascades over evol-

utionary timescales, including abrupt ‘displacement’ events,

where the location of polymorphism shifts from genes directly

under SA selection, to one of their upstream regulators.
2. Material and methods
Here, we describe the details of the biophysical and population

genetic model used to generate our results. TF binding sites are

typically around 10 nucleotides long in eukaryotes [35], while

the population-scaled mutation rate in Drosophila is Neu � 0.01
(where Ne is the effective population size and u is the mutation

rate per nucleotide site [37]) and an order of magnitude lower

in humans, placing both species in the weak mutation limit.

For simplicity in our simulations (which vary population size,

binding site length, and the number of binding sites), we

assume a ‘standard’ binding site of length n ¼ 10 and set the

per binding site mutation rate at m ¼ 10u. We then run all of

our simulations with Nem ¼ 0.1, which keeps all of our

simulations in the weak mutation limit [37,38].
(a) Gene expression
The biophysics of TF binding is well approximated by assuming

an optimal consensus sequence, such that each nucleotide in a

contiguous sequence of n nucleotides can be considered as

either ‘matched’ to the consensus sequence or not. Below we

refer to the number of matched nucleotides as k, with a matched

nucleotide independently contributing an amount, e � 1 2 3kBT
(absolute energy units) [30,31], to the site’s binding energy. The

probability pk that a binding site consisting of k matched

nucleotides is bound by a TF protein is given by

pk ¼
P

Pþ exp [e(n� k)]
,

where P is the number of TF proteins available to bind to the site.

We assume P ¼ 200 in our simulations. The rate of transcription

(for a fixed decay rate) and the number of translated proteins at

the target for a site that up-regulates expression can then be trea-

ted, to a first approximation, as proportional to the probability

that the binding site is bound. If we define the expression E of

the target gene as the number of expressed proteins proportional

to the maximum, we have simply

E ¼ P
Pþ exp [e(n� k)]

: (2:1)

This expression assumes that the TF is an activator, meaning

stronger binding results in higher expression levels, with

expression E varying between a minimum E � 0 and a maximum

E � 1. Note that the scale here is arbitrary, since we are not

directly modelling the process of transcription and translation,

we are simply assuming that stronger binding corresponds to

higher expression. Similarly, we could consider the case of a

repressor, in which case E would decrease with k, and our results

apply equally to this type of regulation.

Mutations to binding sites are assumed to occur via single-

nucleotide substitutions, such that the probability of increasing

the number of matches by 1, from k! k þ 1, is u(n 2 k)/3

where the factor 3 reflects the fact that only one out of the

three possible nucleotide changes will correctly match to the con-

sensus sequence. Similarly the rate of mutations that decrease the

number of nucleotide matches by 1, from k! k 2 1 is uk. We

therefore not only have a multi-allele system but one with asym-

metric forward and back mutations, which makes analytical

treatment difficult in most cases.

Since we are considering diploid organisms each individual

carries two alleles, 1 and 2, with two expression levels E1 and E2,

so that overall expression of the gene in each individual is given

by E ¼ (E1 þ E2)/2. This simplifying assumption of additivity is

well supported with several studies finding that cis-regulatory

alleles tend to have additive effects on gene expression [39,40].
(b) Fitness landscape
To explore SA selection over gene expression in this framework,

we assume that the gene under SA selection favours binding that

results in maximally high expression (E � 1) given the TF input P
(complete binding) in males and maximally low expression given

P (no binding, E � 0) in females. As we note above however,
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Figure 1. SA selection on gene expression. Regulation of gene expression by TF binding sites is well understood at a mechanistic level, allowing us to construct
explicit genotype – phenotype maps. In the case we consider, expression level E increases with the number of nucleotides k correctly matched to a consensus
sequence (a). Binding site length n is well known to have important consequences for the dynamics of binding site evolution [35,36] generally. However, population
genetic models of sexual antagonism typically focus either on a 2-allele system [1,23 – 26] (corresponding to a binding site of 1 nucleotide in length), or in some
contexts on the continuum limit and infinite alleles [42]. Eukaryotic TF binding sites, in contrast, are typically around 10 nucleotides long [35], and vary from as
short as 5 nucleotides to more than 20 nucleotides in some cases. By varying the binding site length n and characterizing a binding site by the number of matched
nucleotides k, we can generate a system with as few as 2-alleles (a, top) to an infinite number of alleles in the continuum limit (a, bottom). A realistic eukaryotic TF
binding site length of n ¼ 10 nucleotides results in 11 alleles at a given locus. We assume that expression is selected to be high in males (blue) and low in females
(red) (b), and we consider fitness landscapes with different ‘curvatures’ corresponding to different levels of average fitness at intermediate expression levels.
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expression level E is arbitrary under our model and our results

correspond to any case where selection favours higher expression

in one sex and lower (including non-zero) expression in the

other sex. Fitness in both sexes follows a sigmoid function of

expression levels:

wm(E) ¼ (1� sm)þ sm
1

1þ exp [� sm(E� Cm)]

and w f (E) ¼ (1� sf )þ sf
1

1þ exp [s f (E� C f )]
,

9>>>=
>>>;

(2:2)

where wm(E) is male fitness and wf (E) is female fitness, s defines

the overall strength of selection, s determines the steepness of

the sigmoid function, and C determines the position of the

threshold—where the contribution of expression to fitness is

half its maximum. We can then define

c ¼ C f � Cm, (2:3)

as the curvature of the landscape, so that if Cf . Cm the average

effect of an allele with intermediate expression E ¼ 0.5 will be

beneficial compared to alleles with high (E ¼ 1) or low (E ¼ 0)

expression. We note that under positive curvature, the fitness

landscape displays beneficial dominance reversal (see [41] for a

review of dominance reversals), such that heterozygotes with

intermediate expression levels have a net selective advantage

relative to homozygotes with either high or low expression. By

contrast, while under negative curvature the fitness landscape

displays deleterious dominance reversal owing to intermediate

expression being deleterious on average compared to high or

low expression.
3. Results
(a) A regulatory binding site under SA selection
Gene expression is controlled, to a large extent, by transcrip-

tion regulation, where TFs bind to characteristic sequences of

DNA (binding sites) upstream of a transcription start site. TFs

up- or down-regulate gene expression, for example, by aiding

or hindering the acquisition of RNA polymerase at the tran-

scription start site. The biophysical properties of TF binding

are well understood [30,32–36]. Thus, equation (2.1)

describes the expression level, E, of a gene as a function of:

(i) the number of nucleotides n in its TF binding site,

(ii) the number of nucleotides k within the binding site that

match the maximum binding affinity consensus sequence

for the binding site, and (iii) the number of TF proteins P
available to bind the binding site (figure 1). A gene whose

expression is under SA selection experiences conflicting sex-

specific pressures on its regulation. Here, we focus on the

straightforward case of a somatic gene whose expression is

selected to increase in males and decrease in females (the

sign associated with the selection pressures operating on

each sex is arbitrary and identical results would be obtained

for the opposite case). We begin by focusing on a single bind-

ing site that up-regulates the expression of its target, meaning

that high-affinity binding sites are favoured in males and

low affinity sites are favoured in females. Equation (2.1)

thus provides us with the basis for an empirically grounded

genotype–phenotype map for this system, since it relates the
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Figure 2. Expression polymorphism at a single binding site. Results of individual based simulations showing the amount of polymorphism in gene expression ( p,
see electronic supplementary material) as a function of (a) binding site length n, where we construct a single binding site with length varying from 1 (below the
observed range of real binding site lengths) to 100 nucleotides (well above the observed range of real binding site lengths) and calculate expression from equation
(2.1) and (b) population size N for landscapes with negative (dark grey) and positive (light grey) curvature. Points show the ensemble average of 104 runs at each
parameter value. Default population size was fixed at N ¼ 103 and default binding site length at n ¼ 10. Per binding site mutation rates were set to Nem ¼ 0.1,
selection was assumed to be strong (sm ¼ sf ¼ 0.1). Curvature was set to c ¼+0.2 and the fitness landscape had steepness h ¼ 10 (see Methods). Each
simulation was run until 106 mutations per binding site had occurred.
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nucleotide sequence at the binding site to the expression level

of the gene under SA selection. We assume that the level of

gene expression E relates to fitness by a sigmoidal function

(see Methods, equation (2.2)) which increases from 1 2 sm

(when E ¼ 0) to 1 (when E ¼ 1, where E is scaled such that

E ¼ 1 represents that maximum expression level) in males and

decreases from 1 (when E ¼ 0) to 1 2 sf (when E ¼ 1) in females.

The relative steepness of male and female fitness func-

tions has important consequences for the evolutionary

dynamics of SA binding site variants. In particular, we

must distinguish SA fitness landscapes with positive and

negative curvature, where curvature is determined by average

fitness at intermediate expression levels (see Methods).

Curvature is said to be positive when the average fitness

across males and females of intermediate expression alleles

(E ¼ 1/2) is greater than the average fitness of maximum

or minimum expression alleles (E ¼ 1 or E ¼ 0) and to be

negative when the converse is true (figure 1).

To begin, we use individual-based simulations (see the

electronic supplementary material) to determine the equili-

brium expression polymorphism at binding sites in SA

fitness landscapes with both positive and negative curvature.

We explore polymorphism as a function of binding site

length n and population size N (figure 2). Because expression

is nonlinear in the number of correctly matched nucleotides

at a binding site (figure 1a), we quantify polymorphism at

the expression level rather than at the genetic level. Specifi-

cally, we calculate the absolute difference in expression

between the two alleles carried by an individual, averaged

across all individuals (see the electronic supplementary

material). This measure of ‘expression polymorphism’, p, is

maximized (p ¼ 1) when one allele of maximum expression

and one allele of minimum expression segregate at equal fre-

quencies in the population, resulting in a maximum

frequency of heterozygotes (0.5) all of which carry two alleles

with maximally different expression. Simulating a wide range

of binding site lengths 1 � n � 100 (figure 2a), we find that

landscapes with negative curvature (where intermediate

expression is deleterious on average compared to high or
low expression) always lead to the evolution of high levels

of expression polymorphism. Conversely, high levels of

expression polymorphism never evolve in landscapes with

positive curvature (where intermediate expression is on aver-

age fitter compared to high or low expression), with the

notable exception of the limiting 2-allele case (n ¼ 1). This

result is particularly notable since fitness landscapes with

positive curvature tend to generate pairs of alleles that dis-

play dominance reversal, which has been found previously

to promote maintenance of SA polymorphism [24]. What

our results show is that, in the fitness landscapes associated

with regulatory evolution, the same circumstances that lead

to dominance reversal also lead to a minimization of SA fit-

ness variation via fixation of binding site alleles with

intermediate strength. These results hold over a wide range

of population sizes 102 � N � 104 (figure 2b).

Figure 3 illustrates the intuitive explanation for the

effect of fitness landscape curvature, in terms of the selection

gradient experienced by mutations that increase or decrease

binding affinity in a typical binding site of 10 nucleotides.

When curvature is negative, polymorphism is favoured

between pairs of alleles with intermediate binding strength,

and the polymorphisms are subject to divergent selection gra-

dients, with weaker sites favoured to get weaker and stronger

sites to get stronger. This results in disruptive selection

which generally leads to polymorphism. When curvature is

positive, polymorphism can still sometimes be favoured at

intermediate expression levels, but there is no disruptive

selection and alleles of intermediate binding strength are

maintained. This is because sexual antagonism can be

reduced to the mutual advantage of both sexes by fixing an

allele of intermediate expression that maximizes average fit-

ness across males and females. In the 2-allele case,

landscape curvature does not result in these contrasting

dynamics. This is because when n ¼ 1 binding is a binary

function of whether or not the binding site matches the con-

sensus sequence, meaning intermediate binding is not

possible. Thus, in this case—even with positive curvature—

polymorphism is maintained.
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mutation and drift, while dashed lines indicate unstable equilibria. Blue
arrows indicate the direction of the selection gradient on an invading
allele that benefits males and red arrows the direction of selection on an
invading allele benefiting females. Black arrows indicate the direction of evol-
ution in a monomorphic population under antagonistic selection. Note that
when curvature is negative (left-hand side, c , 0) the evolutionary dynamics
lead to convergence on the intermediate, unstable equilibrium. Once this has
been reached, the population experiences disruptive selection, a scenario that
results in the emergence and maintenance of SA polymorphism. When cur-
vature is positive (right-hand side c . 0) the evolutionary dynamics also
converge on the intermediate equilibrium, but since this is stable, with
males and females both experiencing high fitness, polymorphism is limited
and sexual antagonism is minimal.
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(b) Polymorphic displacement in a regulatory cascade
We have focused so far on a single binding site at a single

target gene. However, most genes are regulated by multiple

binding sites and most regulators are themselves subject to

regulation, as part of a wider regulatory network [43,44].

This is particularly true for genes involved in sex determi-

nation and sexual differentiation for example, which are

frequently arranged in regulatory cascades [45]. In relation

to SA selection, this regulatory connectivity creates the poten-

tial for polymorphism to arise at multiple points in a

regulatory cascade, even if only a single downstream gene

is subject to direct SA selection for expression.

In order to investigate the invasion and maintenance of

SA polymorphism across regulatory cascades, we once

again assume a gene whose expression is under SA selection

such that high expression is favoured in males and low

expression in females. However, we now assume that this

gene (gene 1) is at the bottom of a three-gene regulatory cas-

cade (figure 4c, right),where its expression is up-regulated by

a second (gene 2) which in turn is up-regulated by a third

(gene 3). The third gene further has a binding site that up-

regulates its own expression in response to some constant

input signal (see the electronic supplementary material).

Under a fitness landscape with negative curvature, SA

selection on the expression of gene 1 could potentially lead

to polymorphism at any of the three binding sites in the cas-

cade. However, determining precisely where polymorphism
will arise is not straightforward, since there is a great deal

of epistasis between mutations at different positions in the

cascade, meaning that both the ordering of mutations as

well as their average fitness effects in males and females

becomes important to subsequent evolutionary dynamics

[46]. We therefore used simulations to explore the evolution-

ary dynamics of all three binding sites (figure 4a), starting

with a three-gene cascade in which all binding sites have

high affinity (k ¼ n). We observe that a high degree of

expression polymorphism initially arises at gene 1, only to

subsequently shift towards genes 2 and 3 that sit higher up

the cascade.

To understand these dynamics, it is first necessary to evalu-

ate why expression polymorphism should initially arise at the

gene directly under SA selection for expression (gene 1).

Indeed, we observe that expression polymorphism almost

always initially arises at gene 1 (more than 90% of cases,

figure 4b), and that there is an approximately exponential

decline in the frequency of initial expression polymorphism as

we move up the cascade to genes 2 and 3. This pattern can be

explained by the buffering properties of regulatory cascades,

where changes upstream of a focal gene may only result in mini-

mal downstream consequences (as long as binding is strong

and proteins are reasonably abundant). Here, this means that

mutations to the binding sites of genes 2 and 3 initially generate

little variation in expression of the gene directly under SA selec-

tion (gene 1). Accordingly, the selection gradients operating on

these upstream binding sites are comparatively weak and

mutant alleles are unlikely to invade and fix. By contrast, the

effects of mutations directly in the binding site of gene 1 are

not buffered by the regulatory cascade, resulting in much

larger phenotypic changes. This means that the strength of

selection on the binding site at gene 1 is strong, making it rela-

tively easier for initial polymorphism to arise here (see the

electronic supplementary material).

Regulatory buffering can not only explain the initial emer-

gence of regulatory polymorphism at gene 1, but it is also

central to its subsequent displacement. Specifically, displace-

ment is driven by advantageous effects of buffering on fitness

in heterozygotes. If gene 1 is polymorphic for highly diver-

gent binding site alleles, such that homozygotes have either

expression E � 1 or E � 0, heterozygotes will have average

expression E � 0.5 of gene 1. In a fitness landscape with nega-

tive curvature, E ¼ 0.5 yields the lowest possible fitness

and the fitness of heterozygotes is maximally depressed.

The emergence of an equivalent polymorphism further

upstream in the cascade (gene 2 or gene 3) is then selectively

favoured, because it results in heterozygotes expressing at

levels E . 0.5 or E , 0.5 (while homozygote expression

remains unchanged at E � 1 or E � 0) and alleviates the

fitness costs. Thus, the higher overall fitness associated

with expression polymorphism at upstream genes will pre-

cipitate the upwards displacement of polymorphism, away

from gene 1.

Finally, we find that over long timescales, expression

polymorphism is most likely to ultimately reside at the very

top of the regulatory cascade (gene 3). This pattern is initially

surprising because there is no mean fitness advantage for

expression polymorphism at gene 3 relative to gene 2 (elec-

tronic supplementary material, figure S4). However, we do

observe that the sex-specific fitness of males and females is

more similar when expression polymorphism resides at

gene 3 than at gene 2 (electronic supplementary material,
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Figure 4. Displaced polymorphism in a regulatory cascade under a fitness landscape with negative curvature. (a) We observed the average expression polymorphism
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out using the same default parameters given in figure 2.
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figures S5 and S6). This suggests that when there is

expression polymorphism at gene 2 there is still disruptive

selection that can favour the invasion of SA alleles further

up in the regulatory cascade. Once expression polymorphism

is at gene 3 in the cascade there is greater scope to ‘fine-tune’

the expression level of gene 1 via the intermediary gene 2,

resulting in more balanced male and female fitness, and

less opportunity for disruptive selection.

A typical example of polymorphic displacement is shown

in figure 4c. Here, polymorphism arises quickly at gene 1

before being displaced to gene 3, which remains polymorphic

over many generations. As both figure 4a,c illustrate, displa-

cement takes place over long evolutionary timescales, with

binding sites experiencing around 105 mutations before any

displacement occurs. We are thus describing a slow and

ongoing reorganization of regulatory cascades in response

to SA selection. We note that this phenomenon is expected

to be a general feature of landscapes with negative curvature

(see the electronic supplementary material).
4. Discussion
The regulation of gene expression is not only a prime mech-

anism by which sex-specific adaptation can be achieved, but
also an inevitable target for SA selection. By integrating the

population genetics of SA variants with a biophysical

model of TF binding, our study has generated a number of

new predictions for the dynamics of regulatory evolution

under SA selection.

First, we show that for binding sites of realistic length, SA

polymorphisms will only be maintained when intermediate

expression levels are, on average, deleterious compared to

high or low expression levels. In this scenario of negative cur-

vature, the fitness landscape generates disruptive selection at

intermediate binding that will favour segregating binding site

variants of ever-more extreme affinities. By contrast, a fitness

landscape with positive curvature will favour a mono-

morphic, intermediate strength binding site, precluding the

maintenance of polymorphism. The requirement of negative

curvature for SA polymorphism only vanishes for the

extreme (and unrealistic) case of binding site length n ¼ 1,

the situation captured by standard 2-allele models of sexual

antagonism. At this limit, mutational effects on TF binding

are so coarse that alleles with intermediate expression

cannot arise, and SA polymorphism is predicted even with

positive curvature. It is important to note that our definition

of expression polymorphism p (see the electronic supplemen-

tary material) measures the variation in terminal gene

expression resulting from genetic variation at each locus.
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This is a highly conservative measure, which can only reach

values p � 1 if there is both a high level of heterozygosity

and the different allelic variants have very different effects

on gene expression.

Our prediction that fitness landscapes with negative cur-

vature promote SA binding site variation is in contrast with

work focused on 2-allele systems [23,47,48], which find that

the ‘positive curvature’ scenario and dominance reversal

[24] promotes polymorphism. In 2-allele models, polymorph-

ism is promoted by effective heterosis, where the fitness of

heterozygotes exceeds that of both homozygotes when

measured across sexes [23] and heterozygotes are favoured

by selection. In the system, we study, by contrast, polymorph-

ism is the result of disruptive selection on binding, where

intermediate binding strengths are highly deleterious to

both sexes (i.e. deleterious dominance reversal occurs) and

heterozygotes are disfavoured by selection. This fundamental

difference makes it difficult to directly compare between the

two types of model in how restrictive or permissive their

conditions for polymorphism are.

Beyond characterizing the conditions under which SA

expression variation can occur, our model allows us to gain

insight into the distribution of SA polymorphism across regu-

latory cascades. Thus, we predict that allelic variation will be

subject to displacement along the regulatory hierarchy. While

polymorphisms are most likely to arise at the target of selec-

tion, they can subsequently move to other genes higher up

the regulatory cascade. The ultimate location of polymorph-

ism is expected to be that which offers the greatest average

fitness to heterozygotes while minimizing the opportunity

for disruptive selection (see the electronic supplementary

material). In the type of cascade modelled here, this corre-

sponds to the gene at the top of the regulatory chain,

where buffering of regulatory effects in heterozygotes results

in expression other than E ¼ 0.5 at the target gene and an

associated benefit compared to heterozygotes with strong

and weak binding alleles at the target gene. However, it

must be noted that this three-gene cascade is a ‘minimal com-

plexity’ case, and that in reality regulatory networks involve

many more regulators interacting in many more ways. We

emphasize the simple case in order to make it clear that the

phenomenon of displaced polymorphism arises even here,

suggesting that in a real network the location of polymorphism

arising due to sexual antagonism will be hard to predict.

It is also important to note that the model we present here,

as with many other models of sexual antagonism, focuses on

the initial invasion and maintenance of SA alleles. It is widely

assumed that over long timescales, sexual antagonism may be

resolved by mechanisms that maintain the benefit to one sex

while removing the cost to the other [49]—ultimately allowing

for the restoration of the optimal phenotype in all individuals.

Accordingly, we can only expect to observe polymorphic dis-

placement in real populations if the timescales over which

resolution evolves are more substantial than those required

for displacement to occur. It is currently difficult to say whether

that would be expected to be the case, as we still lack empirical

data describing the timescales over which these mechanisms

may evolve (although new studies are starting to suggest that

the timescales can indeed be substantial [50]). Moreover, it is

evident from our simulations that the timing of displacement

is highly variable. It is therefore reasonable to suppose that

whether resolution or displacement occur first will vary on a

case-by-case basis.
We predict that SA polymorphism at the top of a cascade

will be most beneficial. However, it is worth noting that this

expectation rests on a number of assumptions that do not

always hold in real systems. Our simulations show that the

displacement of polymorphism is a highly stochastic process.

Even when assuming strong selection, the fitness differentials

that drive upward displacement rapidly decline along the

cascade. Thus, while displacing polymorphism away from

the target gene generates significant gains, the location of

polymorphisms in the higher echelons of the cascade that

we observe in our simulations is largely stochastic and dic-

tated by where suitable mutations first arise. It is likely that

this tendency will be exacerbated in real regulatory systems,

where regulatory mutations may have significant pleiotropic

effects. As a consequence, it will be difficult to make precise

predictions about the location of polymorphism, other than

that it tends to be above the downstream target gene.

A significant factor that will impact displacement is the

structure of a regulatory network. Our simple linear cascade

assumes a single target gene under SA selection, yet real-life

regulatory networks may feature multiple target genes. In

cases where all of these target genes are aligned in terms of

the direction of SA selection, such a modular organization

may favour and precipitate upward displacement of regulat-

ory polymorphism. This is because, in this case, modularity

amplifies the selective benefits of upstream regulatory var-

iants whose effects propagate across all downstream target

genes. By contrast, co-regulated target genes may be under

different types of selection, for example, some targets may

be under SA selection with others under directional/stabiliz-

ing selection. Alternatively, multiple targets may be under SA

selection, but in opposing directions. In these cases, altered

regulation of upstream TFs may generate deleterious pleio-

tropic effects and prevent polymorphism from being

displaced. We may then either see the persistence of SA poly-

morphism at individual target genes or larger-scale rewiring

of gene regulatory interactions to create modules of genes

under similar selection (e.g. [51]).

The location of SA polymorphism within regulatory net-

works has consequences for our understanding of how

sexual antagonism may be eventually resolved—and hence

how sex-specific development is regulated. The evolution of

sex-specific regulation in SA genes is a prime potential mech-

anism to achieve resolution, certainly in the case that we

consider here, where adaptive conflict between the sexes

occurs over expression levels (rather than coding sequence)

of a gene. As previously discussed, we only expect to observe

polymorphic displacement if the timescale for displacement

is shorter than that of resolution. In those cases where poly-

morphic displacement precedes resolution, we would

expect a corresponding shift in the level at which eventual

resolution may occur. Thus, we would also expect sex-

specific regulation to evolve at higher levels of the regulatory

hierarchy than would necessarily occur if resolution was

faster than polymorphic displacement. Reflecting the argu-

ments on modularity above, this should particularly be the

case where genes under SA selection are organized into co-

regulated modules. Not only should upwards displacement

of polymorphism be more strongly selected in these cases,

but also its eventual resolution.

Our work has shown that SA selection acting on gene

expression can give rise to counterintuitive evolutionary

dynamics across regulatory networks. These are driven by the
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conflicting impacts of the inherent robustness of networks,

whereby changes to the expression of an upstream regulator

are frequently compensated for by others downstream. Such

buffering tends to prevent the emergence of initial polymorph-

ism at upstream genes, but once such polymorphism exists at

downstream targets, it favours its upward displacement. Over

time, we would therefore expect both SA polymorphism and

the sex-specific regulation that may arise to resolve it to reside

in the upper reaches of regulatory networks. Testing these

predictions directly is difficult, as current data on SA loci and

sex-specific resolution are relatively sparse. Interestingly, how-

ever, parallels exist between sex-specific selection pressures and

directional selection in fluctuating environments [52]. It is there-

fore plausible that evolutionary dynamics analogous to those
described here occur in networks governing the response to

alternating environmental conditions, allowing the use of

microbial evolution for experimental tests of our theory.
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31. Lässig M. 2007 From biophysics to evolutionary
genetics: statistical aspects of gene regulation. BMC
Bioinf. 8, S7. (doi:10.1186/1471-2105-8-s6-s7)

32. Buchler NE, Gerland U, Hwa T. 2003 On schemes of
combinatorial transcription logic. Proc. Natl Acad.
Sci. USA 100, 5136 – 5141. (doi:10.1073/pnas.
0930314100)

33. Bintu L, Buchler NE, Garcia HG, Gerland U, Hwa T,
Kondev J, Phillips R. 2005 Transcriptional regulation
by the numbers: models. Curr. Opin. Genet. Dev. 15,
116 – 124. (doi:10.1016/j.gde.2005.02.007)

http://dx.doi.org/10.1111/evo.1984.38.issue-4
http://dx.doi.org/10.1016/j.tree.2008.12.005
http://dx.doi.org/10.1086/595841
http://dx.doi.org/10.1002/ece3.2013.3.issue-6
http://dx.doi.org/10.1002/ece3.2013.3.issue-6
http://dx.doi.org/10.1126/science.1208708
http://dx.doi.org/10.1086/674072
http://dx.doi.org/10.1086/674072
http://dx.doi.org/10.1111/evo.2009.63.issue-12
http://dx.doi.org/10.1111/evo.2009.63.issue-12
http://dx.doi.org/10.1126/science.1604317
http://dx.doi.org/10.1111/evo.12528
http://dx.doi.org/10.1111/nph.2011.192.issue-2
http://dx.doi.org/10.1111/nph.2011.192.issue-2
http://dx.doi.org/10.1111/evo.1987.41.issue-4
http://dx.doi.org/10.1016/j.cub.2005.02.011
http://dx.doi.org/10.1016/j.cub.2005.02.011
http://dx.doi.org/10.1371/journal.pbio.0030021
http://dx.doi.org/10.1111/j.1749-6632.2009.04573.x
http://dx.doi.org/10.1111/j.1749-6632.2009.04573.x
http://dx.doi.org/10.1038/s41559-017-0427-9
http://dx.doi.org/10.1038/s41559-017-0427-9
http://dx.doi.org/10.1371/journal.pbio.0040356
http://dx.doi.org/10.1073/pnas.1514328113
http://dx.doi.org/10.1073/pnas.1514328113
http://dx.doi.org/10.1111/j.1558-5646.2010.01100.x
http://dx.doi.org/10.1111/j.1558-5646.2010.01100.x
http://dx.doi.org/10.1038/nature05912
http://dx.doi.org/10.1038/nature05912
http://dx.doi.org/10.1111/mec.14789
http://dx.doi.org/10.1007/s10709-008-9302-6
http://dx.doi.org/10.1111/j.1558-5646.2009.00898.x
http://dx.doi.org/10.1111/j.1558-5646.2009.00898.x
http://dx.doi.org/10.1111/evo.2012.66.issue-12
http://dx.doi.org/10.1111/evo.2012.66.issue-12
http://dx.doi.org/10.1534/genetics.111.137117
http://dx.doi.org/10.1534/genetics.111.137117
http://dx.doi.org/10.1086/700720
http://dx.doi.org/10.1098/rspb.2010.1201
http://dx.doi.org/10.1098/rspb.2010.1201
http://dx.doi.org/10.1111/evo.1980.34.issue-2
http://dx.doi.org/10.1007/s00239-002-2335-z
http://dx.doi.org/10.1186/1471-2105-8-s6-s7
http://dx.doi.org/10.1073/pnas.0930314100
http://dx.doi.org/10.1073/pnas.0930314100
http://dx.doi.org/10.1016/j.gde.2005.02.007


royalsocietypublishing.org/journal/rspb
Proc.R.Soc.B

286:20190660

9
34. Mustonen V, Kinney J, Callan CG, Lässig M. 2008
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