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Abstract. This paper presents a new pq-space based 2D/3D registration method
for camera pose estimation for endoscope tracking. The proposed technique in-
volves the extraction of surface normals for each pixel of the video images by
using a linear local shape-from-shading algorithm derived from the unique
camera/lighting constrains of the endoscopes. We illustrate how to use the de-
rived pq-space distribution to match to that of the 3D tomographic model, and
demonstrate the accuracy of the proposed method by using an electro-magnetic
tracker and a specially constructed airway phantom. Comparison to existing
intensity-based techniques has also been made, which highlights the major
strength of the proposed method in its robustness against illumination and tis-
sue deformation.

1   Introduction

With the maturity of minimal access surgery in recent years, there has been an in-
creasing demand of patient specific simulation devices for both training and skills
assessment. This is due to the fact that for minimal access surgery the complexity of
the instrument controls, restricted vision and mobility, difficult hand-eye co-
ordination, and lack of tactile perception are major obstacles in performing minimal
access surgeries. They require a high degree of manual dexterity from the operator.
Computer simulation provides an attractive means of performing certain aspects of
this training, particularly the hand eye co-ordination and instrument control. For most
of the current simulation systems, however, the degree of visual realism is severely
limited. In endoscope simulations, most systems have used standard polygon render-
ing techniques with synthetic texture mapping. Although these can produce visually
appealing results, they are not adaptable to either structure or appearance. Texture
mapping is usually uniform throughout the whole simulation, and even in cases where
special visual effects, such as polyps or inflammation, are provided, they are limited
in both accuracy and adaptability. Natural objects, such as the colon or the bronchi
show considerable diversity of shape and texture. The problem of generating realistic
structure and surface properties has hindered the production of generic test case data-
bases. These drawbacks highlight the importance of augmenting virtual endoscopic

Verwendete Distiller 5.0.x Joboptions
Dieser Report wurde automatisch mit Hilfe der Adobe Acrobat Distiller Erweiterung "Distiller Secrets v1.0.5" der IMPRESSED GmbH erstellt.Sie koennen diese Startup-Datei für die Distiller Versionen 4.0.5 und 5.0.x kostenlos unter http://www.impressed.de herunterladen.ALLGEMEIN ----------------------------------------Dateioptionen:     Kompatibilität: PDF 1.3     Für schnelle Web-Anzeige optimieren: Nein     Piktogramme einbetten: Nein     Seiten automatisch drehen: Nein     Seiten von: 1     Seiten bis: Alle Seiten     Bund: Links     Auflösung: [ 2400 2400 ] dpi     Papierformat: [ 595 842 ] PunktKOMPRIMIERUNG ----------------------------------------Farbbilder:     Downsampling: Ja     Berechnungsmethode: Bikubische Neuberechnung     Downsample-Auflösung: 300 dpi     Downsampling für Bilder über: 450 dpi     Komprimieren: Ja     Automatische Bestimmung der Komprimierungsart: Ja     JPEG-Qualität: Maximal     Bitanzahl pro Pixel: Wie Original BitGraustufenbilder:     Downsampling: Ja     Berechnungsmethode: Bikubische Neuberechnung     Downsample-Auflösung: 300 dpi     Downsampling für Bilder über: 450 dpi     Komprimieren: Ja     Automatische Bestimmung der Komprimierungsart: Ja     JPEG-Qualität: Maximal     Bitanzahl pro Pixel: Wie Original BitSchwarzweiß-Bilder:     Downsampling: Ja     Berechnungsmethode: Bikubische Neuberechnung     Downsample-Auflösung: 2400 dpi     Downsampling für Bilder über: 3600 dpi     Komprimieren: Ja     Komprimierungsart: CCITT     CCITT-Gruppe: 4     Graustufen glätten: Nein     Text und Vektorgrafiken komprimieren: JaSCHRIFTEN ----------------------------------------     Alle Schriften einbetten: Ja     Untergruppen aller eingebetteten Schriften: Nein     Wenn Einbetten fehlschlägt: Warnen und weiterEinbetten:     Immer einbetten: [ /Courier-BoldOblique /Helvetica-BoldOblique /Courier /Helvetica-Bold /Times-Bold /Courier-Bold /Helvetica /Times-BoldItalic /Times-Roman /ZapfDingbats /Times-Italic /Helvetica-Oblique /Courier-Oblique /Symbol ]     Nie einbetten: [ ]FARBE(N) ----------------------------------------Farbmanagement:     Farbumrechnungsmethode: Farbe nicht ändern     Methode: StandardGeräteabhängige Daten:     Einstellungen für Überdrucken beibehalten: Ja     Unterfarbreduktion und Schwarzaufbau beibehalten: Ja     Transferfunktionen: Anwenden     Rastereinstellungen beibehalten: JaERWEITERT ----------------------------------------Optionen:     Prolog/Epilog verwenden: Nein     PostScript-Datei darf Einstellungen überschreiben: Ja     Level 2 copypage-Semantik beibehalten: Ja     Portable Job Ticket in PDF-Datei speichern: Nein     Illustrator-Überdruckmodus: Ja     Farbverläufe zu weichen Nuancen konvertieren: Ja     ASCII-Format: NeinDocument Structuring Conventions (DSC):     DSC-Kommentare verarbeiten: Ja     DSC-Warnungen protokollieren: Nein     Für EPS-Dateien Seitengröße ändern und Grafiken zentrieren: Ja     EPS-Info von DSC beibehalten: Ja     OPI-Kommentare beibehalten: Nein     Dokumentinfo von DSC beibehalten: JaANDERE ----------------------------------------     Distiller-Kern Version: 5000     ZIP-Komprimierung verwenden: Ja     Optimierungen deaktivieren: Nein     Bildspeicher: 524288 Byte     Farbbilder glätten: Nein     Graustufenbilder glätten: Nein     Bilder (< 257 Farben) in indizierten Farbraum konvertieren: Ja     sRGB ICC-Profil: sRGB IEC61966-2.1ENDE DES REPORTS ----------------------------------------IMPRESSED GmbHBahrenfelder Chaussee 4922761 Hamburg, GermanyTel. +49 40 897189-0Fax +49 40 897189-71Email: info@impressed.deWeb: www.impressed.de

Adobe Acrobat Distiller 5.0.x Joboption Datei
<<     /ColorSettingsFile ()     /AntiAliasMonoImages false     /CannotEmbedFontPolicy /Warning     /ParseDSCComments true     /DoThumbnails false     /CompressPages true     /CalRGBProfile (sRGB IEC61966-2.1)     /MaxSubsetPct 100     /EncodeColorImages true     /GrayImageFilter /DCTEncode     /Optimize false     /ParseDSCCommentsForDocInfo true     /EmitDSCWarnings false     /CalGrayProfile ()     /NeverEmbed [ ]     /GrayImageDownsampleThreshold 1.5     /UsePrologue false     /GrayImageDict << /QFactor 0.9 /Blend 1 /HSamples [ 2 1 1 2 ] /VSamples [ 2 1 1 2 ] >>     /AutoFilterColorImages true     /sRGBProfile (sRGB IEC61966-2.1)     /ColorImageDepth -1     /PreserveOverprintSettings true     /AutoRotatePages /None     /UCRandBGInfo /Preserve     /EmbedAllFonts true     /CompatibilityLevel 1.3     /StartPage 1     /AntiAliasColorImages false     /CreateJobTicket false     /ConvertImagesToIndexed true     /ColorImageDownsampleType /Bicubic     /ColorImageDownsampleThreshold 1.5     /MonoImageDownsampleType /Bicubic     /DetectBlends true     /GrayImageDownsampleType /Bicubic     /PreserveEPSInfo true     /GrayACSImageDict << /VSamples [ 1 1 1 1 ] /QFactor 0.15 /Blend 1 /HSamples [ 1 1 1 1 ] /ColorTransform 1 >>     /ColorACSImageDict << /VSamples [ 1 1 1 1 ] /QFactor 0.15 /Blend 1 /HSamples [ 1 1 1 1 ] /ColorTransform 1 >>     /PreserveCopyPage true     /EncodeMonoImages true     /ColorConversionStrategy /LeaveColorUnchanged     /PreserveOPIComments false     /AntiAliasGrayImages false     /GrayImageDepth -1     /ColorImageResolution 300     /EndPage -1     /AutoPositionEPSFiles true     /MonoImageDepth -1     /TransferFunctionInfo /Apply     /EncodeGrayImages true     /DownsampleGrayImages true     /DownsampleMonoImages true     /DownsampleColorImages true     /MonoImageDownsampleThreshold 1.5     /MonoImageDict << /K -1 >>     /Binding /Left     /CalCMYKProfile (U.S. Web Coated (SWOP) v2)     /MonoImageResolution 2400     /AutoFilterGrayImages true     /AlwaysEmbed [ /Courier-BoldOblique /Helvetica-BoldOblique /Courier /Helvetica-Bold /Times-Bold /Courier-Bold /Helvetica /Times-BoldItalic /Times-Roman /ZapfDingbats /Times-Italic /Helvetica-Oblique /Courier-Oblique /Symbol ]     /ImageMemory 524288     /SubsetFonts false     /DefaultRenderingIntent /Default     /OPM 1     /MonoImageFilter /CCITTFaxEncode     /GrayImageResolution 300     /ColorImageFilter /DCTEncode     /PreserveHalftoneInfo true     /ColorImageDict << /QFactor 0.9 /Blend 1 /HSamples [ 2 1 1 2 ] /VSamples [ 2 1 1 2 ] >>     /ASCII85EncodePages false     /LockDistillerParams false>> setdistillerparams<<     /PageSize [ 595.276 841.890 ]     /HWResolution [ 2400 2400 ]>> setpagedevice



312         F. Deligianni, A. Chung, and G.-Z. Yang

views with patient specific endoscopic videos. Simulators require a geometric model
of the world that the trainees explore. In current implementations, these are created
artificially, but they could equally well be obtained from non-invasive tomographic
imaging techniques. Recently, the feasibility of implementing such an idea for track-
ing camera motion and navigation planning has been investigated by a number of
research groups [1, 2].

In order to match video endoscopic images to the geometry extracted from three-
dimensional reconstructions of the bronchi, robust registration techniques have to be
developed. This is a challenging problem as it implies the registration of 3D to 2D
data from different sensors with certain degrees of deformation. Intensity based tech-
niques based on mutual information [3, 4] or cross correlation can be problematic due
to deformation and the difficulties in accurately modeling of illuminations [5, 6].
Endoscopic images are illuminated by a light source very close to the internal wall
and are heavily affected by inter-reflections. This is further complicated by specular
highlights caused by shiny mucus on the surface of the lumen. Although the alterna-
tive of using feature-based approaches may circumvent some of the problems men-
tioned above, especially in the handling of deformation [7-11], reliable feature ex-
traction is proven to be difficult, especially when the surface of the lumen is textured.
Photo-consistency is a promising technique but requires multiple calibrated cameras,
[12].

The purpose of this paper is to introduce a novel pq-space based 2D/3D registra-
tion technique that exploits the unique geometrical constraints between the camera
and the light source for endoscopic procedures.  In the specific case of using perspec-
tive projection with a point light source near the camera, the use of intensity gradient
can reduce the conventional shape-from-shading equations to a linear form, which
suggests a local shape-from-shading algorithm that avoids the complication of
changing surface albedos. We demonstrate how to use the derived pq-space distribu-
tion to match to that of the 3D tomographic model. The major advantages of this
method are that it depends neither on the illumination of the 3D model, nor on feature
extraction and matching. Furthermore, the temporal variation of the p-q distribution
also permits the identification of localised deformation, which offers an effective way
of excluding these areas from the registration process.

2   Methods

The basic process of the proposed technique comprises the following major steps: the
extraction of surface normals for each pixel of the video images by using a linear
local shape-from-shading algorithm derived from the unique camera/lighting con-
straints of the endoscopes; extraction of the p-q components of the 3D tomographic
model by direct z-buffer differentiation; and the construction of a similarity measure
based on angular deviations of the p-q vectors derived from 2D and 3D data sets.
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2.1    Shapes-from-Shading in Endoscope

Shape from shading is a classical problem of computer vision that has been well es-
tablished by the pioneering work of Horn [13], [14], [15]. It addresses the problem of
extracting both surface and relative depth information from a single image. Horn in
[14] relates the image irradiance to the scene radiance with the formula:

απ 4cos
2

4 







=

f

d
LE , where 221

tan yx
f

+=α
(1)

where, E  is the image irradiance, L  is the scene radiance, d is the diameter of cam-
era’s lens and f is the focal length. However, the above analysis is based on the as-

sumption that the angle between the viewing vector V̂ and the Z-axis, α , is negligi-
ble when the object size is small compared to its distance from the camera. In the case
of endoscope images, both the camera and the light source are close to the object and
the direction of the illuminating light coincides with the axis of the camera, thus no
assumption can be made on α being negligible and lighting being uniform. Further-
more, the intensity of the image is also affected from the distance between the surface
point and the light source. Rashid et al [16] and Okatani et al [17], modeled this de-
pendency by adding one more factor, which was a monotonically decreasing func-
tion ( )rf  between the surface point and the light source. Therefore, the image irradi-

ance, E ,can be formulated as:
( ) ( ) ( ) ( )rfiyxsyx ⋅⋅⋅=Ε cos,, 0 ρ (2)

where, 0s  is a constant related to the intrinsic parameters of the camera, ρ  is the

surface albedo and ( )icos  is the angle between the incident light ray and the surface
normal.

Since in the current problem of p-q space registration we are mainly concerned
with surface normals, it can be proved that under the assumption that the light source
is close to the camera, Equation (2) can be reduced to a linear form [16], such that
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In Equation (3) EER xx =  and EER yy = are the normalised partial derivatives

of the image intensities, E represents the intensity of the pixel under consideration,
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and 0x and 0y  are the normalized image coordinates. The partial derivatives can be

estimated by applying standard intensity gradient operators.

2.2    Extracting p-q Components from the 3D Model

As for tomographic images, the extraction of the p-q components from the 3D model
is relatively straightforward, since the exact surface representation is known. Since

xzp ∂∂=  and yzq ∂∂= , differentiation of the z-buffer for the rendered 3D surface

will result in the required p-q distribution, which also elegantly avoids the tasks of
occlusion detection. The effect of perspective projection has been taken into account
during the rendering stage.

2.3    Similarity Measure

One would expect to use the angle between the surface normals extracted from shape-
from-shading and those from the 3D model for constructing a minimization problem
for 2D/3D registration. This, however, is not possible because the p-q vectors in the
shape-from-shading algorithm have been scaled. The similarity measure used in this
paper depends on the p-q components alone and the cross correlation between the two
p-q distribution are used.

Analytically, for each pixel of the video frame, a p-q vector corresponding to

( ) [ ]Tjijiimg qpjin ,, ,, =  was calculated by using the linear shade-from-shading algo-

rithm shown above. Similarly, for the current pose of the rendered 3D model, corre-

sponding p-q vectors ( ) [ ]TjijiD qpjin ,,3 ,, ′′=  for all rendered pixels were also extracted

by differentiating the z-buffer. The similarity of the two images was determined by
evaluating the dot product of corresponding p-q vectors:
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By applying a weighting factor that is proportional to the norm of Dn3 , the above

equation reduces to
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By incorporating the mean angular differences and the associated standard devia-
tions σ, the following similarity function can be derived
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By minimizing Equation (6), the optimum pose of the camera for the video image
can be derived. The reason for introducing a weighting factor for Equation (4) is due
to the fact that p-q estimation from the 3D model is more accurate than that of the
shape-from-shading algorithm. This is because it is not affected by surface textures,
illumination conditions or surface reflective properties. The weighting factor there-
fore reduces the potential impact of erroneous p-q values from the shape-from-
shading algorithm and improves the overall robustness of the registration process.

2.4    Tissue Deformation

With p-q space representation, the angle between the normal vectors before and after
rigid body transformation will remain the same for every surface point. Local defor-
mation can therefore be identified at surface points where the angle diverts from the
mean angle of the whole 3D model. Localized inter-frame deformation can therefore
be isolated and excluded for the pose estimation process. In this study, we used the p-
q deformation map as a weighting factor during the registration process such that the
weighting provided was inversely proportional to the amount of deformation de-
tected.

2.5     Validation

In order to assess the accuracy of the proposed algorithm, an airway phantom made of
silicon rubber and painted with acrylics was constructed. The inside face was coated
with silicon-rubber mixed with acrylic to give it color/texture and left to cure in the
open air. This gives the surface a specula finish that looks similar to the surface of the
lumen. A real-time, six degrees-of-freedom Electro-Magnetic (EM) motion tracker
(FASTRAK, Polhemus) was used to validate the 3D camera position and orientation.
The EM-tracker has an accuracy of 0.762 mm RMS.  The tomographic model of the
phantom was scanned with a Siemens Somaton Volume Zoom four-channel multi-
detector CT scanner with a slice thickness of 3 mm and in-plane resolution of 1 mm.
The NTSC camera used is a CCD model CCN-2712YS, YTECH Design Co. Ltd. The
intrinsic parameters of the camera have been found through calibration [18], while
lens distortion has been ignored.

3   Results

Figure 1 demonstrates an example video frame of the bronchoscope phantom used to
validate the proposed algorithm. The derived p-q vector distribution using the linear
shape-from-shading algorithm is shown in Fig 1(b). It is evident that the derived p-q
vectors are relatively immune to lighting changes, and these vectors were then used to
estimated the 3D pose of the camera used to capture the video frame as shown in Fig
1(a). The effect of localised deformation on the p-q space representation is illustrated
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in Fig (2), where (a) is the original video bronchoscope image and (b) is the derived
p-q space deformation map. Figs (c) and (d) demonstrate the accuracy of the pose
estimation with the traditional intensity based technique and the proposed p-q space
registration with deformation weighting, respectively. Under deformation the inten-
sity based technique has introduced significant error, despite the fact that the illumi-
nation conditions have been carefully adjusted.

a) b)
Fig. 1. a) A sample bronchoscope video frame from the phantom used to reproduce the airway
structures.  b) The p-q vector distribution derived from the linear shape-from-shading algo-
rithm by exploiting the unique camera/lighting constraints.

To assess the accuracy of the propose algorithm in tracking camera poses in 3D,
Figs (3) and (4) compare the relative performance of the traditional intensity based
technique and EM tracked poses against those from the new method. Since the
tracked pose has six degrees-of-freedom, we used the distance traveled and inter-
frame angular difference as a means of error assessment. As expected the intensity-
based technique is highly sensitive to lighting condition changes, and with manual
intensity adjustments, the convergence of this method is improved, as evident from
the much reduced angular errors for all the image frames tested. The proposed pq-
space registration, however, has much more consistent results which were very close
to those measured by the EM tracker.

4   Discussions and Conclusion

In this paper, we have proposed a new pq-space based 2D/3D registration method for
matching camera poses of bronchoscope videos. The results indicate that based on the
pq-space and the 3D model, reliable bronchoscope tracking can be achieved. The
main advantages of the method are that it is not affected by illumination conditions
and does not require the extraction of feature vectors. The intrinsic robustness of the
proposed technique is dependent upon the performance of the shape-from-shading
method used, and the use of camera/lighting constraints of the bronchoscope greatly
simplifies the 3D pose estimation of the camera. There are, however, a number im-
provements can be introduced for further enhance the accuracy of the proposed
framework. For example, in this study the effect of mutual illumination, inter-
reflectance and the specular components was not explicitly considered. Further inves-
tigation is needed to assess their relative impact to the accuracy of the algorithm.
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a) b) c) d)

Fig. 2. a) A video frame from a deformed airway phantom, b) the associated p-q space defor-
mation map where bright intensity signifies the amount of deformation detected. (c) The su-
perimposed 3D rendered image with pose estimated from intensity-adjusted registration and p-
q space registration with deformation weightings, respectively.

Fig. 3. Euclidean distance between the first and subsequent camera positions as measured by
four different tracking techniques corresponding to the conventional intensity based 2D/3D
registration with or without manual lighting adjustment, the EM tracker and the proposed pq
space registration technique.

Fig. 4. Inter-frame angular difference at different time of the video sequence, as measured by
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the four techniques described in Fig. 2.
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