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The magnetic excitations of the iron pnictides are explained within a degenerate double-exchange model.
The local-moment spins are coupled by superexchanges J1 and J2 between nearest and next-nearest neighbors,
respectively, and interact with the itinerant electrons of the degenerate dxz and dyz orbitals via a ferromagnetic
Hund exchange. The latter stabilizes �� ,0� stripe antiferromagnetism due to emergent ferro-orbital order and
the resulting kinetic-energy gain by hopping preferably along the ferromagnetic spin direction. Taking the
quantum nature of the spins into account, we calculate the magnetic excitation spectra in the presence of both,
superexchange and double exchange. A dramatic increase in the spin-wave energies at the competing Néel
ordering wave vector is found, in agreement with recent neutron-scattering data. The spectra are fitted to a
spin-only model with a strong spatial anisotropy and additional longer-ranged couplings along the ferromag-
netic chains. Over a realistic parameter range, the effective couplings along the chains are negative correspond-
ing to unfrustrated stripe antiferromagnetism.
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I. INTRODUCTION

The discovery of superconductivity in the pnictides1–6

with transition temperatures challenging those of single-
layer, high-Tc cuprates, immediately raised the question of
whether, despite all their differences, the two classes of ma-
terials share the same key mechanism for
superconductivity.7–9 Arguably the most striking similarity is
that superconductivity emerges upon doping antiferromag-
netically ordered parent compounds. In the pnictides, how-
ever, the magnetic ordering is unusual, characterized by an
antiferromagnetic arrangement of ferromagnetic chains, cor-
responding to an in-plane ordering wave vector
Q= �� ,0�.10–19 Whereas the pnictides are metallic, the parent
cuprates are Mott insulators. The conductivities in the pnic-
tides are typical of bad metals, suggesting that electronic
correlations20–29 are crucial. By contrast, the local-density
approximation seems to be adequate30 to describe their band
structure.

As a result of this dichotomy, both itinerant-
magnetism30–38 and local-moment27–29,39–44 scenarios have
been suggested to explain the unusual stripe antiferromag-
netism. Although the former weak-coupling theories which
attribute the magnetism to a spin-density-wave instability of
a nested Fermi surface, can explain the magnetic low-energy
excitations around the correct ordering wave vector, they fail
to describe the spectra at higher energies which have been
measured in great detail by inelastic neutron scattering.45,46

In particular, the itinerant scenarios can not explain the ob-
served maximum of the dispersion at �� ,�� but rather sug-
gest that the excitations rapidly dissolve into a particle-hole
continuum37 which has not been found experimentally up to
energies of 200 meV. So far, a consistent description of the
excitations over the entire energy range has been obtained
only by using suitably parametrized Heisenberg models.

Because of the positions of the arsenic ions above or be-
low the iron plaquettes, such a spin-only model is expected
to be strongly frustrated with comparable, antiferromagnetic

superexchanges J1 and J2 between nearest and next-nearest
neighbors. In this regime, the model indeed exhibits long-
range stripe-antiferromagnetic order,47–49 and the strong frus-
tration and proximity to a continuous magnetic phase transi-
tion might explain why the observed magnetic moments are
relatively small.27,42 Interestingly, the neutron-scattering ex-
periments tell a radically different story. The spin-wave ve-
locities indicate that the exchange coupling along the ferro-
magnetic spin direction is much smaller than the one
perpendicular to the chains,45 J1y �J1x. More recently, it has
been argued46 that the observed maximum of the dispersion
at �� ,�� requires an even slightly ferromagnetic exchange
J1y �0 corresponding to an unfrustrated spin model in con-
trast to early claims27 of high frustration.

What might be the cause of such a strong spatial aniso-
tropy? In fact, before the magnetic order sets in, a structural
transition occurs at which the two in-plane lattice constants
become inequivalent. The structural and magnetic transition
are clearly separated in the so-called “1111 compounds”10–13

whereas they occur at the same temperature in the “122
family.”14–17 However, inspecting the numbers, it appears
that the orthorhombic lattice distortion is too small, by 2
orders of magnitude, to explain the magnetic anisotropy.44

To this end, some have proposed40,50–52 that orbital-
ordering physics of a similar kind as in the manganite
transition-metal oxides not only provides a mechanism for
the lattice distortion but more importantly explains the strong
in-plane anisotropies. In particular, it has been argued40 that
due to an orbital degeneracy, the localized limit is described
by a complicated spin-orbital superexchange �Kugel-
Khomskii� model rather than by a Heisenberg Hamiltonian.
Further, it was shown that the stripe antiferromagnetism is
stabilized by ferro-orbital order which breaks the in-plane
lattice symmetry and induces a strong anisotropy between
the magnetic exchange couplings.

Since the C4 lattice symmetry is broken by the orbital
order and the accompanying orthorhombic distortion, the
electronic structure must reflect this spatial anisotropy with
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reduced symmetry.53 Indeed, such an anisotropic electronic
state has been confirmed recently in scanning-tunneling-
microscopy �STM� �Ref. 54� and in-plane resistivity
measurements.55,56 Dramatic Fermi-surface reconstructions
at the structural transition,57 as well as enormous transport58

and phonon59 anomalies, have been interpreted as indirect
evidence for orbital ordering. Hence, on this interpretation, it
is the orbital ordering that underlies the electronic aniso-
tropy, not an inherent anisotropy due entirely to the elec-
trons, indicative of a true nematic state.

Consequently, an open problem with the pnictides is the
role itineracy and local physics play in mediating the appar-
ently unfrustrated anisotropic magnetism. In this work, we
start from the idea of the “local-itinerant dichotomy”20,60,61

of the iron pnictides and motivate an effective degenerate
double-exchange �DDEX� model, very similar to the ones
used to describe metallic manganites with orbital
degeneracies.62–64 To be more precise, we assume a ferro-
magnetic Hund coupling between the itinerant bands of the
doubly degenerate dxz and dyz orbitals and the local mo-
ments, which are described by the aforementioned J1-J2
Heisenberg model. In the context of the manganites, it has
been shown62–64 that such DDEX models exhibit phases with
long-range stripe-antiferromagnetic order. Despite the anti-
ferromagnetic couplings between local-moment spins, ferro-
magnetic spin chains are stabilized by emergent ferro-orbital
order. In this phase, the itinerant electrons are directed pre-
dominantly along the chains which minimize the kinetic en-
ergy and gives rise to a highly anisotropic electronic state.
Moreover, the double exchange is expected to strongly sup-
press the effective coupling between local moments along
the chains, and possibly to make it even ferromagnetic.65

In this work, we analyze the effective DDEX model and
indeed find that the orbitally ordered �� ,0� antiferromagnet
is stable over a realistic parameter range for the parent iron-
pnictide materials. In particular, the seizable next-nearest-
neighbor superexchange J2 further stabilizes this phase.
Whereas these results are to a large extent not surprising
given the similarities with the manganites, the magnetic ex-
citation spectra so far have been calculated only for a ladder
system.66 For the manganites, the DDEX model is usually
simplified62–64 by treating the core spins as classical and by
taking the limit of large or infinite Hund’s coupling JH which
is not justified for the pnictides. Here, we instead focus on
the regime of small and intermediate JH and develop the
tools to calculate the magnetic excitation spectra in the pres-
ence of both, superexchange and double exchange to linear
spin-wave order. The spectra are found to be in good agree-
ment with the neutron-scattering data.46 In particular, in
some parameter space the double exchange along the ferro-
magnetic chains can overcompensate the bare antiferromag-
netic superexchange as suggested by the experiment.

This paper is organized as follows. In Sec. II, we con-
struct the local-itinerant, DDEX model. Section III deals
with the methods we use to calculate the magnetic excitation
spectra. In Sec. IV, we summarize our results, including
ferro-orbital ordering, the spin-wave dispersions, and the
magnetic anisotropies. Finally Sec. V discusses several as-
pects of our theory and validates its applicability to the pnic-
tides.

II. MODEL

In this section, we proceed to motivate the DDEX model
for the pnictides. This model accounts for the presence of
local moments, as suggested by the neutron-scattering ex-
periments, as well as itinerant electrons responsible for the
bad-metal behavior of the parent compounds. Moreover, the
orbital degeneracy in combination with Hund’s coupling be-
tween electronic and spin degrees of freedom gives rise to
orbital-ordering physics beyond simple band-structure
theory. The Hamiltonian consists of three parts,

H = Hloc + Hit + HH, �1�

where Hloc describes the superexchange couplings between
local moments, Hit the itinerant electrons of the degenerate
dxz and dyz orbitals, and HH the ferromagnetic Hund coupling
between local moments and itinerant electrons. In order for
this model to be valid, Hund’s coupling JH should be small
compared to the tetrahedral crystal-field splitting between the
t2g and eg multiplets but larger than the tetragonal splitting
between the dxy orbital and the degenerate dxz, dyz doublet.40

The local moments with spin S are coupled by superex-
changes J1 and J2 between nearest and next-nearest neigh-
bors, respectively. The corresponding Heisenberg Hamil-
tonian reads

Hloc =
J1

S2 �
�i,j�

Si · S j +
J2

S2 �
��i,j��

Si · S j , �2�

where, for convenience, the superexchanges are measured in
units of S2. Likewise, Hund’s exchange JH which couples the
electron spins to the local moments will be measured in units
of S. This convention will facilitate our large-S expansion
later. The superexchanges are mediated by virtual hopping
processes via the p orbitals of the arsenic ions which have
alternating positions above and below the iron plaquettes.
Certainly, a quantitative comparison of the exchange cou-
plings would require knowledge of the two different Fe-
As-Fe bond angles and the precise shape of the orbitals. As-
suming that the virtual processes for the nearest-neighbor
and diagonal bonds involve roughly the same energies, we
estimate J1�2J2 since two exchange paths via different ar-
senic ions contribute to J1. Therefore, we expect the Heisen-
berg model �2� to be strongly frustrated and potentially in the
quantum disordered regime.

The itinerant electrons of the degenerate dxz and dyz orbit-
als are described by a tight-binding Hamiltonian,

Hit = − �
ij,��,�

tij
��ci��

† cj��, �3�

where ci��
† creates an electron with spin � at site i on orbital

�. The hopping integrals tij
�� are illustrated in Fig. 1�b� and

defined in the same way as in Ref. 32. For simplicity, we
neglect interorbital and intraorbital Coulomb repulsions67 be-
tween the itinerant electrons. This is justified since on the
level of the effective DDEX model, the local moments are
formed as a consequence of strong correlations whereas the
residual charge carriers should be viewed as weakly interact-
ing quasiparticles. We will assume t1 to be the dominant
hopping because a larger wave-function overlap is expected
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when the orbitals point toward one another. However, the
precise shape of the orbitals is not determined by geometry
but depends on quantum chemistry, for example, on the
amount of hybridization between the Fe d and As p
orbitals.20 Here we simply denote the orbitals by dxz and dyz
because of the spatial symmetry shared with the atomic Fe
orbitals. Recently, it has been suggested51 that the hybridiza-
tion leads to a strong deformation of the orbitals which make
the � overlap, t2 the dominant one. We point out that our
results persist for the exchange of t1 and t2, the only differ-
ence being that the orbital polarization will be inverted in
order to maximize the overlap along the ferromagnetic spin
direction.

We do not attempt to fit our hopping parameters to repro-
duce the electron and hole pockets as has been done in pre-
vious two-orbital models32,68 at the level of a tight-binding
approximation. Such parameters are inherently arbitrary
since the hopping amplitudes are not uniquely determined by
a particular constant energy cut68 and because Coulomb in-
teractions and Hund’s exchange are on the order of the elec-
tronic bandwidth.21–26 Moreover, the Fermi surfaces in the
antiferromagnetically ordered phase have not been clearly
established yet.

Finally the local moments and the itinerant electrons in-
teract by a ferromagnetic Hund coupling,

HH = −
JH

2S
�

i,�,���

Si · ci��
† ����ci���, �4�

where ����= ��x ,�y ,�z���� with �� the standard Pauli matri-
ces and JH�0. As mentioned before, Hund’s exchange is
measured in units of the local moment S. We note that simi-
lar models have been proposed in the context of the
pnictides.60,61 However, the orbital degeneracy which is the
prerequisite for orbital-ordering physics and the resulting
spatial anisotropies has not been included.

III. METHOD

In this section, we outline the approximations and trans-
formation we employ to analyze the complicated DDEX
model for the pnictides. In similar models for the maganites,
the problem is typically simplified by treating the local mo-
ments as classical spins and assuming an infinitely strong
Hund exchange.62–64 In the pnictides, these approximations
are not justified since the Hund coupling is on the order of
the electronic bandwidth and since the local moments are
small and presumably best described by the extreme quan-
tum limit, S=1 /2. Moreover, our goal is the calculation of
the magnetic excitation spectra which will require the inclu-
sion of quantum fluctuations of the spins. Although the spins
are small and the Heisenberg model Hloc is strongly frus-
trated, it is reasonable to treat the local moments on the level
of linear spin-wave theory since the double exchange is ex-
pected to lead to a dramatic stabilization of the magnetic
order. Moreover, it has been argued that the 1 /S expansion is
much better behaved for �� ,0� order as compared to conven-
tional �� ,�� Néel antiferromagnetism.42

Since Hund’s coupling HH does not conserve the mag-
nons describing the spin-wave excitation of the isolated local
moments, we perform a canonical transformation in order to
identify the true magnons of the coupled system. Readers not
interested in the details of this calculation can skip immedi-
ately to the results, Sec. IV.

A. Operator rotations

Following the standard treatment of the antiferromagnetic

Heisenberg model, we perform the spin rotation Si
x= S̃i

x, Si
y

=	iS̃i
y, and Si

z=	iS̃i
z, where 	i=exp�iQ ·ri�= 
1 for sublat-

tices A and B, respectively �see Fig. 1�a��. Representing the

rotated spin operators S̃i by Holstein-Primakoff �HP� bosons

ai, ai
†, to the leading order, S̃i

z=S−ai
†ai, S̃i

+=	2Sai, and

S̃i
−=ai

†	2S �S̃i

= S̃i

x
 iS̃i
y�, we immediately derive the follow-

ing expression for Hloc in the linear spin-wave approxima-
tion:

Hloc
sw = �

q

�A0�q��aq
†aq + a−qa−q

† � + B0�q��aq
†a−q

† + a−qaq�� ,

�5�

where A0�q�= �J1 cos qy +2J2� /S and B0�q�
= �J1 cos qx+2J2 cos qx cos qy� /S.

In order to leave Hund’s coupling term HH invariant, we
perform exactly the same rotation of the electron spins

x

y

J1

J2J1

(a)

ABA

(c)

(b) +
+

-
-

+
+

-
-

+
+

-
-

+
+

-
-

t1

t2 t1

t2

t4

t3t3

-t4

dxz

dyz

FIG. 1. �Color online� Illustration of the degenerate double-
exchange model for the pnictides. �a� The local moments are
coupled by nearest- and next-nearest-neighbor exchanges J1 and J2,
respectively, and interact via a ferromagnetic Hund coupling JH

with the itinerant electrons of the degenerate dxz, dyz orbitals. �b�
Illustration of the hopping parameters in a two-band model of these
orbitals �shown as projections in the plane�. �c� Resulting ferro-
orbital order which stabilizes �� ,0� antiferromagnetism by direct-
ing the kinetic energy of the electrons along the ferromagnetic spin
direction.
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si�= 1
2����ci��

† ����ci���. This is achieved by transforming the
fermion operators as ci��= c̃i�� for sites i on sublattice A and
ci��= c̃i��̄ on sublattice B. In the latter expression, we have
defined �̄=↓ for �=↑ and vice versa. In terms of the HP-
boson creation and annihilation operators ai, ai

† and rotated
fermion operators c̃i�� and c̃i��

† Hund’s exchange can be writ-
ten as

HH = HH
�0� + HH

�1� + HH
�2�, �6�

HH
�0� = −

JH

2 �
k,�,�

�c̃k��
† c̃k��, �7�

HH
�1� = −

JH

	2S
�
kq,�

�aqc̃k+q,�↓
† c̃k�↑ + H.c.� , �8�

HH
�2� =

JH

2S
�

k,qq�,��

�aq
†aq�c̃k−q,��

† c̃k−q�,��, �9�

where �= 
1 for up and down spins, respectively. Note that
HH

�0� only involves the electronic operators and represents the
zeroth-order corrections to the electron energies by the clas-
sical background stripe antiferromagnetism. HH

�1� and HH
�2�

are the couplings between the electrons and the HP bosons,
linear and quadratic in the boson operators. In the following,
we include the term HH

�0� in the itinerant-electron Hamil-
tonian, yielding the effective free-electron Hamiltonian,

He = Hit + HH
�0� = �

k,�,�

��1

��k� − �
JH

2
�c̃k��

† c̃k��

+ �2
��k�c̃k��

† c̃k��̄ + �3�k�c̃k��
† c̃k�̄�̄ , �10�

where �̄=yz for �=xz and vice versa. We have defined
�1

xz�k�=−2t2 cos ky, �1
yz�k�=−2t1 cos ky, �2

xz�k�=−2t1 cos kx
−4t3 cos kx cos ky, �2

yz�k�=−2t2 cos kx−4t3 cos kx cos ky, and
�3�k�=−t4 sin kx sin ky.

B. Canonical transformation

Apparently, the interaction term HH
�1� is linear in the HP-

boson operators, which shows that these bosons do not rep-
resent the Goldstone modes of the system, namely, the trans-
verse fluctuations of the total staggered magnetic moments,
which consist of not only the local moments but also the
spins of the itinerant electrons. In order to correctly identify
the true magnons and carry out the subsequent spin-wave
calculations, we need to perform a canonical transformation
of the original Hamiltonian H=Hloc

sw +He+HH
�1�+HH

�2�,

H� = e�He−�

=H + ��,H� +
1

2
��,��,H�� + ¯ �11�

with � a suitable anti-Hermitian operator, �†=−�, such that
in the transformed H�, the terms linear in ai’s are eliminated.
Similar canonical transformations69,70 and equivalent pertur-

bative methods71 have been used to explain ferromagnetism
in double-exchange models with a single itinerant band. Up
to the leading order, the transformation is determined by

��,He� + HH
�1� = 0. �12�

To find the � satisfying Eq. �12�, we first diagonalize He
by a unitary transformation c̃k��=�nU��

n �k�dnk, yielding
He=�n,kEn�k�dnk

† dnk. Here, n labels the four electronic bands
arising after diagonalization from the two orbital and two
spin degrees of freedom. In the new basis of dnk, it is easy to
verify that Eq. �12� is solved by

� =
JH

	2S
�

kq,mn,�

� aqdm,k+q
† dnk

En�k� − Em�k + q�
U�↓

m��k + q�U�↑
n �k� − H.c.� .

�13�

After the canonical transformation �Eq. �11��, the Hamil-
tonian up to order 1 /S reads H�=He+Hloc

sw +HH
�2�+H2�,

where H2�= �� ,HH
�1��+ 1

2 ���� ,He��= 1
2 �� ,HH

�1��. The commu-
tators �� ,Hloc

sw� and �� ,HK
�2�� are of higher orders in 1 /S and

the boson operators, and thus can be dropped in the linear
spin-wave approximation. The contributions HH

�2� and H2� are
bilinear in both, the bosonic and fermionic operators. After
taking the expectation values of the electronic operators with
respect to the diagonal electronic Hamiltonian He, we obtain
the final spin-wave Hamiltonian,

Hsw = Hloc
sw + �HH

�2� +
1

2
��,HH

�1���
e

=�
q

�A�q��aq
†aq + a−qa−q

† � + B�q��aq
†a−q

† + a−qaq��

�14�

with A�q�=A0�q�+A1+A2�q� and B�q�=B0�q�+B2�q�. The
constant “self-energy” correction, A1 arises from HK

�2�

whereas H2�= 1
2 �� ,HH

�1�� generates momentum-dependent
corrections to both, the self-energy and the “anomalous am-
plitude,” which are denoted as A2�q� and B2�q�. These cor-
rections are expressed as

A1 =
JH

2S
�
k,n

fn�k��
�,�

��U��
n �k��2, �15�

A2�q� =
JH

2

2S
�
k,mn

fn�k� − fm�k + q�
En�k� − Em�k + q����

U�↓
m��k + q�U�↑

n �k��2
,

�16�

B2�q� =
JH

2

2S
�
k,mn

fn�k� − fm�k + q�
En�k� − Em�k + q�

�
��

U�↓
m��k + q�U�↑

n �k�U�↓
n��k�U�↑

m �k + q� , �17�

where fn�k�=1 / �1+e��En�k�−��� denotes the Fermi-
distribution function with � the chemical potential. The
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Hamiltonian �14� is diagonalized by a Bogoliubov transfor-
mation yielding the spin-wave dispersion,

��q� = 	A2�q� − B2�q� �18�

of the system in the presence of both, superexchange and
double exchange.

IV. RESULTS

A. Classical phase diagram

As a prerequisite for the spin-wave expansion, we first
have to identify the regime where �� ,0� stripe antiferromag-
netism is classically stable. When JH=0 or at zero filling
�n=0�, �� ,0� order is stable for J2�J1 /2. In this regime, a
finite Hund coupling further stabilizes �� ,0� order since the
itinerant electrons are more likely to occupy the dyz orbitals
which have a larger overlap along the ferromagnetic y direc-
tion. Hence the double exchange effectively weakens the
spin coupling along the y direction and reduces the magnetic
frustration. On the other hand, for J2�J1 /2, the �� ,�� Néel
antiferromagnet is the classical ground state for
JH→0. However, from the DDEX models for the mangan-
ites, it is known62–64 that even for J2=0, a sufficiently strong
Hund coupling will eventually stabilize �� ,0� order.

For J2�J1 /2, the phase boundary between the two clas-
sical ground states is determined by the condition that the
electronic kinetic-energy gain for the orbitally polarized and
stripe-ordered configuration equals the difference of the
magnetic energies, E��,0�−E��,��=2J1−4J2. The electronic
energies for a given electron filling n are easily calculated by
diagonalizing the free-electron Hamiltonian He �10� for the
two different spin configurations. From now on, all the ener-
gies will be expressed in the unit of t1, the largest of the
hopping amplitudes. The tight-binding parameters will be
chosen to be t2=−0.1t1, t3=0.2t1, and t4=0.05t1 throughout
the paper. We further set J1=0.04t1 so that the exchange
constants are of the order of 10 meV for a bandwidth of 1 eV,
in agreement with both numerical39 and experimental46 ob-
servations.

The resulting phase diagrams for electron fillings
n=0.05, n=0.1, and n=0.15 are shown in Fig. 2. As pre-
dicted, a sufficiently large JH can stabilize �� ,0� stripe order
even when Néel order is favored by J2�J1 /2. Moreover, the
�� ,0� phase is enhanced for larger filling n because the
kinetic-energy gain increases with the number of itinerant
electrons. Although similar results have been obtained in the
context of the manganites,62–64 we point out that there are
crucial differences whereas in the manganites, J2 is negli-
gible and �� ,0� antiferromagnetism obtains because of the
enormously large Hund coupling, in the pnictides, JH is
much smaller and on the order of the electronic
bandwidth.21–26 Therefore, the large J2, which has been pre-
dicted early on27 based on the geometry of the ion-arsenic
layers, is essential for stripe antiferromagnetism in the pnic-
tides.

In the following calculations, we will mostly focus on the
regime J2�J1 /2, where �� ,0� order remains classically
stable for JH→0. In the calculation, our primary interest is in

how the spin-wave spectrum is renormalized as we gradually
turn on JH. In principle, when J2�J1 /2, the linear spin-wave
calculations can still be carried out for a JH that is large
enough to classically stabilize the stripe order.

B. Orbital and spin polarization

We proceed with a more careful inspection of the elec-
tronic Hamiltonian He �10� which includes Hund’s coupling
to the local moments on a classical level given by HH

�0�. Here
we focus on the regime where the classical magnetic ground
state 	i=exp�iQ ·ri�= 
1 is the stripe antiferromagnet,
Q= �� ,0�. Certainly, this is always the case for J2�J1 /2.
From the diagonalization of He �10� with the same set of
hopping parameters used previously, we obtain the disper-
sions of the electronic bands En�k� shown in Figs. 3�a� and
3�b� for JH=0.1t1 and JH=1.0t1, respectively. Since the diag-
onal hopping amplitude t4 between different orbitals is non-
zero, the bands are always momentum-dependent superposi-
tions of the two orbitals dyz and dxz as indicated by the color
coding. For small JH �Fig. 3�a��, the orbital hybridization is
found to be strong for some momenta, for example, along the
�0,0�-�� ,�� direction. However, in the relevant regime
where Hund’s coupling is on the order of the electronic
bandwidth, e.g., JH=1.0t1 �Fig. 3�b��, the gaps between the
bands are pronounced and the orbital polarization of each
band remains almost perfect for all momenta. Therefore,
from now on, we will denote these bands as “dxz” and “dyz”
for simplicity.

We further calculate the total orbital polarization
no=����yz,�−�xz,�� and spin polarization ns=�����,↑−��,↓�.
Here, ���= �c̃i��

† c̃i��� is defined as the density of electrons in
orbital �=xz ,yz with spin �= ↑ ,↓. Obviously, these densities
sum up to the total filling of the bands, n=������. Note that
since the densities are defined in the sublattice rotated basis,
�=↑ corresponds to an electron spin aligned with the local-
moment spin.

In Fig. 3�c�, the orbital polarization no is shown as a func-
tion of the total filling n for different values of JH. For small
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tight-binding hopping parameters are t2=−0.1t1, t3=0.2t1, and
t4=0.05t1, the nearest-neighbor superexchange J1=0.04t1.
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n, the electrons populate only the lowest band with almost
perfect dyz character and therefore no�n. Indeed, the slope is
very close to one indicating that the admixture of the dxz
orbital to the lowest band is negligible and that the orbital
polarization can be considered to be perfect. The emergent
ferro-orbital order, illustrated in Fig. 1, is a consequence of
the ferromagnetic Hund coupling which wants to align the
electron spin with the local moments and therefore sup-
presses the electron motion along the antiferromagnetic spin
direction. Since t1� �t2� the electrons populate the dyz orbitals
which have a larger overlap along the ferromagnetic y direc-
tion. Increasing the filling n, the Fermi energy will eventu-
ally reach the bottom of the next band with mainly dxz char-
acter. Above this particular filling n̄, the orbital polarization
is no longer perfect and even starts to decrease with n for
larger values of JH. In general, a larger JH increases the en-
ergy difference between the two bands, and thus increases
the filling n̄ up to which the orbital polarization is perfect.

Since Hund’s coupling tends to align the spins of the itin-
erant electrons with the local moments, also the spin polar-
ization ns increases with the electron filling n and is bigger
for larger JH as shown in Fig. 3�d�. However, for small n, the
slopes are slightly smaller than one, signaling an incomplete
spin polarization. This is a consequence of the small but
finite spin off-diagonal elements in He �10� which do not
only depend on the smallest hopping amplitude t4, as the
orbital hybridization terms, but also on t2 and t3. For n� n̄,
the slope of the spin-polarization curves is reduced indicat-
ing that the spin polarization of the dyz orbitals is larger than
that of the dxz orbitals.

C. Spin-wave spectrum

Now we set out to calculate the spin-wave spectrum by
considering the corrections from the itinerant bands to the

J1-J2 Heisenberg model for the local moments. The hopping
amplitudes are set to the values used before. The spin length
S of the local moment is 1/2, which reflects the relatively
small moment measured by the experiment10 and is consis-
tent with a local multiplet structure with an orbital
degeneracy.40 Finally, the Heisenberg model is strongly frus-
trated with J1=0.04t1 and J2=0.6J1.

We first calculate the spin-wave spectra for different fill-
ing levels n with JH=2.0t1, shown by Fig. 4�a�. In this case,
the complete orbital polarization is found up to n̄=0.16 �see
Fig. 3�c��. When n=0, corresponding to an empty itinerant
band, our model reduces to an isotropic J1-J2 Heisenberg
model, where the linear spin-wave energies are zero at both,
�� ,0� and �� ,��. At finite electron densities n� n̄, we ob-
serve that the spin-wave energy at �� ,�� is pushed to higher
values as n increases. This indicates a stabilization of the
stripe antiferromagnetism over the competing Néel order. We
also note a significant mode softening along the �0,0�-�� ,0�
direction at low fillings due to the other finite hopping am-
plitudes t2, t3, and t4.

For n� n̄, not shown in the graph, the spin-wave energy at
�� ,�� decreases with n. This behavior results from the re-
duction in the orbital polarization �see Fig. 3�c�� and hence
of the anisotropy, once the itinerant electrons populate the
next band with mainly dxz character. As the filling level con-
tinues to rise, the spin-wave spectrum becomes unstable sug-
gesting that the system may evolve to a different ground
state.

Figure 4�b� shows the spin-wave spectra for different val-
ues of the Hund coupling JH and a filling level of n=0.1.
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According to Fig. 3�c�, we have complete orbital polarization
for all the JH’s used in Fig. 4�b�, except for JH=1.0t1. As
expected, a larger JH produces stronger corrections to the
spin-wave dispersion, especially around �� ,�� where the
spin-wave energy almost reaches a maximum. In contrast,
the dispersion along �0,0� to �� ,0� is almost unaffected after
JH reaches a certain value on the order of the electronic
bandwidth.

D. Magnetic anisotropy

In Sec. IV C, we saw that the double exchange leads to a
dramatic change in the magnetic excitation spectra. In par-
ticular, the spin-wave modes at the Néel antiferromagnetic
wave vector �� ,�� are almost pushed to a maximum consis-
tent with the neutron-scattering data.46 Since orbital ordering
leads to a dramatic anisotropy in the electronic structure, the
ferromagnetic double-exchange contribution is expected to
be much larger along the y direction along where the ferro-
magnetic spin chains are formed. To quantify the induced
magnetic anisotropy, in this section, we fit the spin-wave
dispersions calculated in the presence of both, superex-
change and double exchange to an effective, anisotropic
Heisenberg model.

To be more specific, in the effective spin-only model,

nearest neighbors are coupled by exchanges J̃1x and J̃1y along
the x and y directions, respectively, and next-nearest neigh-

bors by J̃2 �see inset of Fig. 5�a��. Please note that different
symbols are used here to distinguish from the couplings in
the original Heisenberg model Hloc �2�. Furthermore, we in-

troduce an additional ferromagnetic exchange J̃3y �0 be-
tween the third-nearest neighbors along the ferromagnetic
chains. The utility of retaining longer-ranged ferromagnetic
couplings has been demonstrated in the ferromagnetic
double-exchange model, where simple nearest-neighbor ex-
change is unable to reproduce the calculated dispersions
from either canonical transformations69,70 or diagrammatic
perturbation theory.71 Also for manganites with so-called
CE-type charge-spin-orbital order, longer-ranged ferromag-
netic couplings along the ferromagnetic zigzag chains are
crucial in order to obtain a good fit of the magnetic excitation
spectra.65

In the relevant regime J̃1x� J̃1y, J̃1y �2J̃2, J̃3y �0, where
�� ,0� stripe antiferromagnetism is stable, the linear spin-

wave dispersion �̃�q� is determined by �̃2�q�= Ã2�q�− B̃2�q�
with Ã�q�= J̃1x− J̃1y�1−cos qy�+2J̃2− J̃3y�1−cos 2qy� and

B̃�q�= J̃1x cos qx+2J̃2 cos qx cos qy.
In Fig. 5�a�, the fitted spin-wave dispersions to the spec-

trum calculated from the DDEX model with n=0.1 and
JH=3.0t1 are shown. Indeed, the inclusion of the longer-

ranged ferromagnetic coupling J̃3y leads to a significant im-

provement of the fit. Moreover, setting J̃3y =0 gives an unre-
alistically large correction to the nearest-neighbor exchange

along the x direction �J̃1x=−0.27J1�, which has to be com-
pensated by a fairly substantial increase in the diagonal ex-

change, J̃2=0.90J1. This result is certainly unphysical since
from the classical double-exchange argument, we expect

J̃1x�J1 and J̃2�J2. In contrast, by including J̃3y, we obtain
more physical fitting results. Consequently, in the following,

all of the fittings will be performed with J̃3y �0.
The resulting effective exchange constants as a function

of Hund’s coupling JH are shown in Figs. 5�b� and 5�c� for
J1=0.04t1 and J1=0.08t1, respectively. Note that for
J1=0.04t1, the spectra of the DDEX model are shown in Fig.
4�b�. In both cases, we use n=0.1, J2 /J1=0.6, and the same
tight-binding parameters as before. Obviously, for JH=0 the
effective exchange constants have to be identical with the

bare ones, J̃1x= J̃1y =J1, J̃2=J2, and J̃3=0. Increasing Hund’s

coupling does not change J̃1x whereas the other exchanges
decrease due to the different ferromagnetic double-exchange
contributions. Since t1 is the largest hopping amplitude and
most electrons populate the dyx orbitals, the fastest decrease

is observed for the coupling J̃1y along the ferromagnetic
chains. We also note that the nonmonotonic behavior for
small JH is not unphysical but due to the fact that for
n=0.1, complete orbital polarization is not achieved until
JH�1.5t1.

Interestingly, in the case J1=0.04t1 �see Fig. 5�b��, the

coupling J̃1y along the ferromagnetic direction becomes
negative for JH�2.0t1, which completely removes the frus-
tration in the effective spin-only model. Such an effective
negative exchange coupling along the ferromagnetic spin di-
rection has been used phenomenologically to rationalize the
spectra measured by inelastic neutron scattering.46 Remark-
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FIG. 5. �Color online� �a� Best fits of the spin-wave spectrum of
the DDEX for n=0.1 and JH=3.0t1 obtained from a spin-only
model with effective couplings illustrated as inset. �b� and �c� Ef-
fective exchange constants as functions of Hund’s coupling JH for
bare exchange constants J1=0.04t1 �b�, J1=0.08t1 �c�, and
J2 /J1=0.6.
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ably, around JH�2.0t1, the ratios of the three exchange con-

stants J̃1x, J̃1y, and J̃2, agree extremely well with the experi-
mental estimates.46 As shown in Fig. 5�c�, for J1=0.08t1, the
relative corrections to the exchange couplings are too small

to make J̃1y ferromagnetic for realistic values of JH. In order

to achieve the experimentally observed negative J̃1y within
reasonable parameter space, we require J1�0.05t1. In fact,
inelastic neutron scattering46 suggests that the exchange con-
stants are on the order of 10 meV, which in our theory leads
to an electronic bandwidth and Hund’s coupling JH both on
the order of 1 eV, in agreement with other experimental
estimates.26

Though the parameter regime J2 /J1�1 /2 is most likely
not relevant to the pnictides, we consider it nonetheless for
completeness. In this regime, the Hund coupling has to ex-
ceed a critical value in order to stabilize �� ,0� stripe antifer-
romagnetism. As an example, we assume J2=0.4J1 and n
=0.1, in which case �� ,0� order is classically stable for JH
�1.6t1 �see Fig. 2�. The resulting spin-wave spectra are
shown in Fig. 6 for different values of JH. The effective
exchange couplings obtained from fitting to the spin-only
model are shown in the inset. Although the behavior is quali-
tatively similar to the case J2 /J1=0.6, the agreement with the
experimental data is not as good. Moreover, in order to push
the dispersion at �� ,�� close to a maximum, we need a
much bigger JH which can not be justified for the pnictides.

V. DISCUSSION AND CONCLUSION

In summary, we have studied a DDEX model for the iron
pnictides which explains the dramatic magnetic45,46 and
electronic54,56 anisotropies in these materials. The model
consists of local moments which are coupled by antiferro-
magnetic superexchanges J1 and J2 between nearest- and
next-nearest-neighbor spins, respectively, and of itinerant
electrons in the bands of the degenerate dxz and dyz orbitals.

The electrons are coupled to the local moments by a ferro-
magnetic Hund exchange, JH. The system spontaneously de-
velops ferro-orbital order because of the kinetic energy
gained by directing the itinerant electrons along ferromag-
netic spin chains which are stabilized by the double-
exchange mechanism.

Although similar results have been obtained previously in
the context of the manganites,62–64 we point out that there is
a crucial difference between the two classes of materials
whereas in the pnictides, the local moments are inherently
quantum �S=1 /2� and JH is atmost on the order of the elec-
tronic bandwidth, the DDEX models for the manganites can
be greatly simplified by assuming an infinitely large JH and
by treating the core spins as classical. Because of these ap-
proximations, the spin-wave excitations of the ferro-orbitally
ordered stripe antiferromagnet have not been addressed in
the manganite literature.

In this work, we have explicitly taken the quantum nature
of the local moments into account and calculated the mag-
netic excitation spectra in the presence of both, superex-
change and double exchange. Over a realistic parameter
range, the calculated spin-wave dispersions are found to be
in good agreement with the neutron-scattering data.45,46 In
particular, we find that the dispersion is pushed almost to a
local maximum at the competing Néel ordering wave vector
as seen in the experiment.46 By fitting to an effective spin-
only model, we find that the coupling along the ferromag-
netic direction becomes negative, which demonstrates that in
the pnictides, the double exchange along the ferromagnetic
spin direction can overcompensate the superexchange be-
tween the local moments. In this regime, �� ,0� antiferro-
magnetism is unfrustrated.

It is feasible that the parent, undoped materials self-tune
the size of the local moments and the carrier density to the
point where the �� ,0� antiferromagnetism is most stable. In
our theory, this is the case for the optimal filling level
n= n̄ where the orbital polarization reaches a maximum.
In fact, the starting Heisenberg model Hloc �2� is likely
to be in the regime of strong frustration, 0.4�J2 /J1�0.6,
where quantum fluctuations destroy long-range magnetic
order. Only through the interaction with the itinerant
electrons does stripe antiferromagnetism emerge.
Electron or hole doping the system at n= n̄ diminishes
the orbital order and thus increases the magnetic
frustration, lowering the transition temperature to a spin-
ordered state.

We conclude by stressing that the degenerate double-
exchange model motivated and studied in this work qualita-
tively explains many properties of the undoped and slightly
doped iron pnictides. The emergent ferro-orbital order breaks
the in-plane lattice symmetry, thereby driving the orthorhom-
bic lattice distortion. Further, orbital order induces a strong
electronic anisotropy which explains why the structural tran-
sition is accompanied by dramatic Fermi-surface
reconstructions57 and transport anomalies.58 Moreover, re-
cent STM experiments54 and in-plane resistivity
measurements55,56 have unambiguously demonstrated the
spatial anisotropy of the electronic state at temperatures be-
low the structural transition temperature. Finally, orbital or-
dering produces strong magnetic anisotropy, essential for ex-
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plaining the experimentally observed magnetic excitation
spectra.45,46

During the review of this work, several mean-field
calculations72–74 based on five-orbital Hubbard models have
shown that the total occupations of the dxz and dyz orbitals
are close to each other but that there is a significant differ-
ence in the density of states for the two orbitals at the chemi-
cal potential. The ferro-orbital order in our theory does not
contradict these results. In fact, by viewing the itinerant elec-
trons as residual quasiparticles on top of local moments
formed because of strong correlations, our model is an effec-
tive low-energy theory that successfully describes the

strongly anisotropic electron state around the Fermi surface
of the iron pnictides.
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