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Words of wisdom . . .

“If I had more time I could write a shorter talk”

David Cox, Research Students’ Conference in
Probability and Statistics, Oxford, 1995.

2/12



New approaches for extreme value
threshold selection

Paul Northrop
University College London

p.northrop@ucl.ac.uk

Joint work with Nicolas Attalides and Philip Jonathan

Sir David Cox’s 90th Birthday
Nuffield College, Oxford

18th July 2014

1/12



A new approach for extreme value
threshold selection

Paul Northrop
University College London

p.northrop@ucl.ac.uk

Joint work with Nicolas Attalides and Philip Jonathan

Sir David Cox’s 90th Birthday
Nuffield College, Oxford

18th July 2014

1/12



Storm peak significant wave heights
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• EV analysis: extrapolate beyond the range of the data
• EV models: limiting models for extreme values

(akin to normal model for sample means)
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• EV analysis: extrapolate beyond the range of the data
• EV models: limiting models for extreme values

(akin to normal model for sample means)

• X1,X2, . . . ,Xn
indep∼ H. Set a threshold u.

• P(Xi > u) = pu,
• (Xi −u) | Xi > u ∼.. GP(σu, ξ), for sufficiently large u . . .
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Threshold diagnostics
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• Bias-variance trade-off
• u too low : GP model inappropriate→ bias
• u too high : fewer excesses→ unnecessary imprecision

• Many methods. Generalizability is desirable.
• E.g. look for stability in ξ̂ as u is increased . . .

X unbounded above

X bounded above
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Training threshold u
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Validation threshold v >>> u
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Leave-one-out cross-validation
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Infer θu using x−62
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Prediction of non-exceedance of v
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Prediction of exceedance of v
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Training and validation thresholds
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Training and validation thresholds
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Comparing thresholds
Sample θ(r)1 , . . . , θ

(r)
m from π(θu | x−r ) [R-o-U or MCMC]

f̂v (xr | x−r ,u) =
1
m

m∑
j=1

fv (xr | θ(r)j )

Measure of predictive performance at v when training at u

T̂v (u) =
n∑

r=1

log f̂v (xr | x−r ,u)

Normalize over thresholds u1, . . . ,uk to give threshold weights

wi(v) = exp{T̂v (ui)}/
k∑

j=1

exp{T̂v (uj)}, i = 1, . . . , k

Importance sampling: 2 posterior samples (per u) rather than n
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Threshold weights & predictive inference
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• Reference prior: dominated by
likelihood?

• u = 95% quantile: 31 excesses

• v = 99% quantile: 6 excesses

• Good agreement over different v

• ‘Best’ threshold ≈ 35% quantile

• ny =mean number of events per year

• MN = max(X new
1 , . . . ,X new

ny N ),

F (z; θu) = P(X 6 z | θu)

P(MN 6 z | x)=
∫

F (z; θu)
ny N π(θu | x)dθu

Comparing thresholds 6/12



Averaging inferences over thresholds
View k thresholds u1, . . . ,uk as defining k competing models
• Prior probabilities: P(ui) = 1/k , i = 1, . . . , k [. . . or something else]
• θi = (pi , σi , ξi) under model ui , with prior π(θi | ui)

Posterior threshold weights:

Pv (ui | x) ∝ fv (x | ui)P(ui),

where
fv (x | ui) =

∫
fv (x | θi ,ui)π(θi | ui) dθi

f̂v (x | ui) =
∏n

r=1 fv (xr | x−r ,ui) = exp{T̂v (ui)} [Geisser and Eddy (1979)]

P̂v (ui | x) =
exp{T̂v (ui)}P(ui)∑k
j=1 exp{T̂v (uj)}P(uj)

= wi(v)

Model-averaged predictive inferences:

P̂v (MN 6 z | x) =
k∑

i=1

P̂(MN 6 z | x ,ui) P̂v (ui | x),
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Simulation: exponential (v=95% quantile)
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Simulation: uniform-GP(ξ=0.1) hybrid
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Threshold weights
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North Sea : model-averaged predictions
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Concluding remarks
Pros:
• simple graphical diagnostic
• facilitates averaging over different estimated tail behaviours
• based on standard model: easier to generalize

Cons: need to choose
• level of validation threshold v
• priors

Priors:
• Reference priors: need to avoid small sample sizes
• Use (weakly-)informative priors to avoid ridiculous

answers?

On-going: serial dependence, multivariate extremes, covariate
effects, choice of measurement scale

Thank you for your attention.
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