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Abstract

Fourier-based regularisation is considered for the support vector machine classification problem over absolutely integrable loss functions. By invoking the modest assumption that the decision function belongs to a Paley-Wiener space, it is shown that the classification problem can be developed in the context of signal theory. Furthermore, by employing the Paley-Wiener reproducing kernel, namely the sinc function, it is shown that a principled and finite kernel hyper-parameter search space can be discerned, a priori. Subsequent simulations performed on a commonly-available hyperspectral image data set reveal that the approach yields results that surpass state-of-the-art benchmarks.
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### List of Symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathbb{R}$</td>
<td>set of real numbers</td>
</tr>
<tr>
<td>$\mathbb{N}$</td>
<td>set of natural numbers</td>
</tr>
<tr>
<td>$X$</td>
<td>input space</td>
</tr>
<tr>
<td>$\mathcal{H}, \mathcal{F}$</td>
<td>Hilbert spaces</td>
</tr>
<tr>
<td>$k$</td>
<td>reproducing kernel function</td>
</tr>
<tr>
<td>$\Gamma$</td>
<td>regularisation operator</td>
</tr>
<tr>
<td>sgn</td>
<td>signum functional</td>
</tr>
<tr>
<td>$\varphi$</td>
<td>informative part of data</td>
</tr>
<tr>
<td>$\epsilon$</td>
<td>non-informative part of data</td>
</tr>
<tr>
<td>$\bigoplus$</td>
<td>direct sum</td>
</tr>
<tr>
<td>$\Omega^*$</td>
<td>frequency support of $\varphi$</td>
</tr>
<tr>
<td>$PW$</td>
<td>Paley-Wiener function space</td>
</tr>
<tr>
<td>$\wedge$</td>
<td>Fourier transform operator</td>
</tr>
<tr>
<td>$\langle \cdot, \cdot \rangle$</td>
<td>inner product</td>
</tr>
<tr>
<td>$\bar{\cdot}$</td>
<td>complex conjugate</td>
</tr>
<tr>
<td>cal</td>
<td>sgn cos</td>
</tr>
<tr>
<td>sal</td>
<td>sgn sin</td>
</tr>
<tr>
<td>$\mu$</td>
<td>Möbius function</td>
</tr>
<tr>
<td>$n \mid m$</td>
<td>$n$ divides $m$</td>
</tr>
<tr>
<td>$\delta_{\cdot, \cdot}$</td>
<td>Kronecker’s delta</td>
</tr>
<tr>
<td>$\delta(\cdot)$</td>
<td>Dirac’s delta</td>
</tr>
<tr>
<td>$\sim$</td>
<td>sequency transform operator</td>
</tr>
<tr>
<td>$S$</td>
<td>sequency space</td>
</tr>
<tr>
<td>$\ast$</td>
<td>convolution operator</td>
</tr>
<tr>
<td>$\omega_*$</td>
<td>(unknown) optimal kernel parameter</td>
</tr>
</tbody>
</table>
1 Introduction

An often-cited property of the support vector machine (SVM) learning method is the existence of a unique solution. Another very desirable attribute, namely flexibility, is readily realised by the introduction of non-linear kernel methods. But herein lies a conflict. Although flexibility admits richness, it also introduces parameters, and thereby precludes uniqueness. Whether the parameter takes the form of a scaling vector, a scaling number, or the kernel itself, the fact remains that in the context of non-linear support vector machines there are uncountably many solutions. Unfortunately, the only way to determine the best solution is to build uncountably many kernels. This is, of course, intractable.

However, when framed in the context of reproducing kernel Hilbert spaces, it has been shown by ? that the choice of kernel and parameters control the nature and degree of regularisation that is imposed on the solution. A related issue is that the so-called curse of dimensionality often turns out not to have the detrimental effect that is predicted. Some recent machine learning research has focused on finding cogent explanations for this phenomenon. ? argue that a possible reason is that the data lie on a sub-manifold, embedded in the input space. Indeed, data with a large number of variables may lie entirely in a much smaller-dimensional manifold. Knowledge pertaining to the structure of the manifold can be used to guide the choice of parameters, and thus the nature and degree of regularisation. Such realisations lead to a more considered approach: that is to ascertain, a priori, properties of the space wherein the data lie. Although there may still exist infinitely many solutions, the range of an empirical search could then at least be focused upon subsets of parameters rather than all possible choices of parameters.

We propose a principled way of reducing the infinite parameter search space to an exhaustive and finite one. Our approach is motivated by sampling theory, where the main goal is to establish equivalence relations between data sequence spaces and kernel
function spaces. To this end, we employ perhaps the most elementary function space from sampling theory, namely the simply connected and zero-centred Paley-Wiener reproducing kernel Hilbert space, more commonly refereed to by engineers as baseband-limited signals. For a given class of data we show how to estimate, a priori, a suitable kernel and parameter subspace.

The remainder of this paper is structured as follows. In Section 2, the data class under consideration and its corresponding reproducing kernel Hilbert space are constructed. Accordingly, some necessary signal theory concepts are introduced and discussed in Section 3, and exploited in Section 4. Finally, in Section 5, we report the best results to date on a popular hyperspectral image data set, confirming the power and utility of the approach.

2 Model Construction

Let $x_n \in X \subseteq \mathbb{R}^d, y_n \in \{\pm 1\}, n \in \mathbb{N}$, and consider the usual SVM classification problem:

$$
\min_{f \in \mathcal{H}} \frac{1}{2} \|\Gamma f\|^2 + C \sum_{n \in \mathbb{N}} |1 - y_n f(x_n)|_+,
$$

where $f$, the decision function to be determined in some Hilbert space $\mathcal{H}(X)$, is regularised by the operator $\Gamma: \mathcal{H} \mapsto \mathcal{F}$ that maps the input space to the desired feature space. The resulting learned decision function, implied by the representer theorem (?), is the solution

$$
f = \sum_{n \in \mathbb{N}} y_n \alpha_n k(x_n, \cdot),
$$

where $k$ is a Mercer kernel (?). Herewith, the classifier is defined by $\text{sgn} f$. Our main contention is that before any effort is made to design the classifier, it is good practice, in a qualitative sense, to attempt to discern the properties of the underlying decision function. A natural preface, proposed here, is that the labelling function maps $d$-variate data to labels
via \( y: \mathbb{R}^d \supset X \mapsto \{ \pm 1 \} \), with

\[
y(x) := \text{sgn} \left( \varphi(x) + \varepsilon(x) \right),
\]

where the noise is modelled by \( \varepsilon \), and under the assumption that the information content \( \varphi \), lies entirely within the space of Paley-Wiener functions over some multi-dimensional base-band region \( \Omega^* \), viz.

\[
\Omega^* := \bigoplus_{r=1}^{d} \Omega_r^* := \bigoplus_{r=1}^{d} (-\omega^*_r \pi, \omega^*_r \pi).
\]

That is

\[
\varphi \in PW_{\Omega^*} := \bigoplus_{r=1}^{d} \left\{ \zeta \in L^2(X) : \text{supp} \zeta^\wedge \subseteq \Omega_r^* \right\},
\]

with \( \text{supp} \zeta := \{ x \in X : \zeta(x) \neq 0 \} \), and where \( \cdot^\wedge \) denotes Fourier transformation:

\[
\zeta^\wedge(\omega) := \frac{1}{(2\pi)^{d/2}} \int_{\mathbb{R}^d} \zeta(x) e^{-i(\omega,x)} \, dx.
\]

The condition \( \varphi \in PW_{\Omega^*} \) restricts the behaviour of the information content to functions of finite bandwidth around the origin.

Since the time of \( ? \), it has been known that the orthogonal function for the band-limited space \( PW_{(-B\pi,B\pi)} \), with \( B > 0 \), is that function nowadays commonly known as the sinc kernel, defined by

\[
sinc_B(\cdot - x) := \frac{\sin \left( B\pi(\cdot - x) \right)}{B\pi(\cdot - x)}.
\]

Indeed, \( ? \) has suggested that the origins of this orthogonal system may well go as far back as \( ? \). Although this kernel is familiar to signal theorists and engineers, it is a seemingly rare tool in machine learning. \( ? \) make a brief mention of it, by way of an example, in their work on
approximation estimates and statistical learning theory. Use the sinc kernel, among other choices, to demonstrate that their generalisation bound for regression is stable with respect to kernel choice. It is perhaps less well known that, by virtue of the following three established results, the sinc kernel also lends itself to the regularised support vector classification setting.

**Theorem 2.1** (Self-consistency property, ?.) Let the Mercer kernel defined by $k: X \times X \rightarrow \mathbb{R}$, and the regularisation operator $\Gamma: \mathcal{H} \rightarrow \mathcal{F}$, be such that $k(x, \xi) \equiv \langle (\Gamma k)(x), (\Gamma k)(\xi) \rangle_{\mathcal{F}}$. Then the SVM classification problem can be written

$$\min_{f \in \mathcal{H}} \frac{1}{2} \|\Gamma f\|^2 + C \sum_{n \in \mathbb{N}} |1 - y_nf(x_n)|_+.$$ as earlier (Equation 1).

**Theorem 2.2** (Translation invariant kernels, ?.) Consider a kernel, endowed with translation invariance, namely $k(x, \xi) = k(x - \xi)$, with the regularisation operator $\Gamma: \mathcal{H} \rightarrow \mathcal{F}$, defined by

$$\langle \Gamma f, \Gamma g \rangle_{\mathcal{F}} = \frac{1}{(2\pi)^{d/2}} \int_{\mathbb{R}^d} \frac{f^\wedge(\omega)g^\wedge(\omega)}{k^\wedge(\omega)} d\omega.$$ Then $k(x, \xi) \equiv \langle (\Gamma k)(x), (\Gamma k)(\xi) \rangle_{\mathcal{F}}$, and the self-consistency property of Theorem 2.1 is satisfied.

**Corollary 2.3** It follows from Theorem 2.2 and the work of ? on tensor products of reproducing kernels that the regularisation term from the SVM problem is

$$\|\Gamma f\|^2_{\mathcal{F}} = \frac{1}{(2\pi)^{d/2}} \prod_{r=1}^{d} \int_{\Omega_r} \frac{|f^\wedge(\omega)|^2}{k^\wedge_r(\omega')} d\omega',$$ with $\omega := (\omega^r)_{r=1}^d$, and that
\[ \frac{1}{k^\wedge(\omega)} = \left( \prod_{r=1}^{d} k_r^\wedge(\omega^r) \right)^{-1} \]

regularises the decision function \( f \) by acting as a filter, in the signal analysis sense, on \( |f^\wedge|^2 \).

The unique kernel associated with the reproducing kernel Hilbert space \( PW_{\Omega^*} \) is the sinc kernel

\[ k(x, \xi) := \prod_{r=1}^{d} k_{\omega^r}(x^r, \xi^r) := \prod_{r=1}^{d} \text{sinc}_{\omega^r}(x^r - \xi^r). \tag{5} \]

Given the model (3), where the information content is embedded in the Paley-Wiener space (4), it is only sensible to constrain the decision function to the same Paley-Wiener space. From Corollary 2.3, it follows that in the Fourier domain the multiplicative filter that acts upon \( |f^\wedge|^2 \) is

\[ \frac{1}{k^\wedge(\omega)} = \frac{1}{\chi_{\Omega^*}(\omega)} = \prod_{r=1}^{d} \frac{1}{\chi_{\Omega^r}(\omega^r)}, \]

with the \( d \)-dimensional hypercuboid

\[ \chi_{\Omega}(\omega) := \begin{cases} 1 & \text{if } \omega \in \Omega \\ 0 & \text{otherwise} \end{cases} \tag{6} \]

In this case, since \( k^\wedge \geq 0 \) holds over \( \mathbb{R}^d \), Bochner’s theorem (\?) ensures that the sinc kernel is a Mercer kernel. The multiplicative filter regularises the decision function by penalising the frequency content of \( f \) on \( \mathbb{R} \setminus \Omega^* \). The sinc kernel also keeps the content over \( \Omega^* \) unaltered. These penalisation and preservation properties are, by definition, unique to the sinc kernel. Since Paley-Wiener spaces are closed under addition, the representer result (2) ensures that the decision function is restricted to \( PW_{\Omega^*} \).
Remark 2.4 We now see that, in the context of our work, the non-regularised, higher dimensional input space discussed by ? is $PW_{\mathbb{R}^d}$, and the sub-manifold is $PW_{\Omega^*} \subseteq PW_{\mathbb{R}^d}$. That is, in the frequency domain, the sub-manifold invoked by our work can be described as a hypercuboid centred on the origin, and the regularising operator is precisely the mapping $\Gamma: PW_{\mathbb{R}^d} \mapsto PW_{\Omega^*}$.

We are now left with the problem of finding an optimal hyper-parameter set $\{\omega_r^*\}$, in the sense of the SVM problem. Before this is attempted, we propose a novel approach to elicit spectral properties of the labelling function that employs some recently constructed tools from signal theory.

3 From Signal Theory to SVM Classification

Intuitively, the labelling function $y$ can be understood as a piecewise constant function that maps $d$-many real variables to positive or negative unity. It can, therefore, be treated as a square wave function over $d$-variate space. To this end, we propose the use of sequency analysis as a means to elicit some properties of $y$ and, consequently, the information content $\varphi$. Such properties will suggest how the decision function should be regularised. Before the analysis, it is instructive to introduce a family of functions that has the labelling function as a member.

Definition 3.1 Let the cal and sal functions be defined by

\[
\begin{align*}
\text{cal}_{\omega}(t) &:= \text{sgn} \cos \omega t , \\
\text{sal}_{\omega}(t) &:= \text{sgn} \sin \omega t .
\end{align*}
\]

Now, define the complex square wave family as
\[ \psi_\omega := \sqrt{\frac{\pi}{32}} (\text{cal}_\omega + i \text{sal}_\omega). \]

This definition is consistent with the construction given by ?, ?, and ?. However, this basis, and therefore the definition of sequency, differs from the more common Walsh-Hadamard analysis described elsewhere, such as ?. In particular, the Walsh-Hadamard system, defined over a dyadic grid, constitutes an orthogonal basis. On the other hand, the system employed here is defined over a denser, uniform grid and, as will be shown below, it forms a biorthogonal basis. As such, it can be used to analyse the spectral properties of functions over a more opaque domain. Now, consider the Möbius arithmetic function \( \mu : \mathbb{N} \mapsto \{0, \pm 1\} \), given by

\[
\mu(n) := \begin{cases} 
1, & \text{if } n = 1 \\
(-1)^m, & \text{if } n \text{ is the product of } m \text{ distinct primes} \\
0, & \text{otherwise}
\end{cases}
\]

which is employed here due to the utility afforded by the following result, taken from number theory.

**Lemma 3.2** (Möbius.) Let \( \mu \) denote the Möbius function. Then, for \( m \in \mathbb{N} \),

\[ \sum_{n|m} \mu(n) = \delta_{m,1}, \]

where \( \delta_{\cdot, \cdot} \) denotes the Kronecker delta. The next result, outlined by ?, enables us to express the labelling function in terms of the complex square wave family.

**Proposition 3.3** (Biorthogonal complex square wave system, ?.) The biorthogonal dual of \( \{\psi_n\} \) is
\[ \psi_n^*(t) := \frac{1}{\sqrt{2\pi}} \sum_{m \in \mathbb{Z} + \frac{1}{4}} m^{-1} \mu(|m|) e^{int/m}. \]

**Proof** We require \( \langle \psi_n, \psi_j^* \rangle_{L_2(\mathbb{R})} = \delta_{n,j} \). Since the complex square wave \( \psi_n \) is periodic, it can be expanded as the Fourier series

\[ \psi_n(t) = \frac{1}{\sqrt{2\pi}} \sum_{m \in \mathbb{Z} + \frac{1}{4}} \frac{1}{m} e^{imnt}. \]

Hence

\[ \langle \psi_n, \psi_j^* \rangle_{L_2(\mathbb{R})} = \int_{\mathbb{R}} \psi_n(t) \psi_j^*(t) \, dt \]

\[ = \frac{1}{2\pi} \sum_{m, \ell \in \mathbb{Z} + \frac{1}{4}} \frac{1}{m\ell} \mu(|\ell|) \int_{\mathbb{R}} e^{i(mn-j/\ell)t} \, dt. \]

The integral over \( \mathbb{R} \) can be written as

\[ \lim_{\tau \to 0} \int_{-\pi/\tau}^{\pi/\tau} e^{i(mn-j/\ell)x} \, dx = 2\pi \lim_{\tau \to 0} \left[ \frac{1}{\tau} \sin \frac{\pi}{\ell} (mn-j/\ell) \right] \]

\[ = 2\pi \delta(mn-j/\ell), \]

where the \( \delta(\cdot) \) denotes the Dirac delta generalized function, the non-zero values of which can be found by taking \( mn = j/\ell \). For then

\[ \langle \psi_n, \psi_j^* \rangle_{L_2(\mathbb{R})} = \delta(0) \sum_{m} \sum_{\ell | j/n} \mu(|\ell|). \]

Lemma 3.2 implies

\[ \sum_{\ell | j/n} \mu(|\ell|) = \begin{cases} 1, & \text{for } j = n \\ 0, & \text{otherwise} \end{cases} \]
and, hence, the non-zero values exist when \( j = n \). Since \( j = n \) implies that \( m = 1/\ell \), it follows that the sum over \( m \) collapses to the sole term \( m = 1 \), and we have

\[
\langle \psi_n, \psi_k^* \rangle_{L^2(\mathbb{R})} = \delta_{n,j} \delta(0).
\]

The discrepancy \( \delta(0) \) occurs because, as \(^?\) p. 29, explains, “... the point evaluation functional is not properly defined on \( L^2 \) spaces”. Now that the biorthonormal square wave system has been established, we introduce the sequency transformation \( \sim \), namely

\[
f^\sim(\omega) = \int_\mathbb{R} f(t) \overline{\psi^\sim_\omega(t)} \, dt. \quad (7)
\]

From Proposition 3.3, it follows that \( y \) can be expanded as a superposition of square waves,

\[
y = \sum_{n \in \mathbb{Z}} \langle y, \psi_n^* \rangle_{L^2(\mathbb{R})} \psi_n.
\]

Hence, the coefficients that express \( y \) in terms of the square wave basis are found by performing the sequency transform of \( y \). Recall from (3) that \( \varphi \in \text{PW}_{\Omega^*} \), and, without loss of generality, \( \varepsilon \in \text{PW}_{\Omega^+} \). The linearity property of Paley-Wiener spaces gives rise to

\[
\varphi + \varepsilon \in \text{PW}_{\Omega^* + \Omega^+}.
\]

We define the sequency function space \( S_\Omega \) as

\[
S_\Omega := \{ \zeta \in L^2(X) : \text{supp} \zeta^\sim \subseteq \Omega \},
\]

Now, since \( \varphi \in \text{PW}_{\Omega^*} \Rightarrow \text{sgn} \varphi \in S_{\Omega^*} \), and \( \varepsilon \in \text{PW}_{\Omega^+} \Rightarrow \text{sgn} \varepsilon \in S_{\Omega^+} \), we can express the labelling function \( y \), as a sequency-limited function, \( y = \text{sgn}(\varphi + \varepsilon) \in S_{\Omega^* + \Omega^+} \), that is
\[ y = \int_{\Omega^* \cup \Omega^+} y^\sim(\omega) \psi_{\omega}(\cdot) \, d\omega, \tag{8} \]

and where \( y^\sim \) can be computed via

\[
y^\sim(\omega^r) = \frac{1}{\sqrt{2\pi}} \sum_{m \in 4Z+1} \frac{\mu(|m|)}{m} \int_{\mathbb{R}} y(t)e^{-i\omega^r t/m} \, dt \]
\[
= \sum_{m \in 4Z+1} \frac{\mu(|m|)}{m} y^{\wedge}(\frac{\omega^r}{m}), \tag{9} \]

where one (fast) Fourier transform is required to determine \( y^{\wedge}(\omega^r) \), for each \( r = 1, \ldots, d \).

Since the samples \( x_n^r \) over which the Fourier transforms of \( y^{\wedge}(\omega^r) \) are computed are typically non-uniformly distributed, the direct application of a Fourier transform is inappropriate. Instead, irregular sampling techniques, such as those discussed by ?? must be considered.

Since a comprehensive treatment of irregular sampling issues is beyond the scope of this work, we employ a simple strategy whereby the data are mapped to a uniform grid via nearest neighbour, constant interpolation.

By definition, the information content of \( (\varphi + \varepsilon) \) lies in the frequency baseband \( \Omega^* = (-\omega, \pi, \omega, \pi) \). Analogously, the informative part of the labelling function \( \text{sgn}(\varphi + \varepsilon) \) lies inside some sequency baseband \( \Omega^* = (-\omega, \pi, \omega, \pi) \).

**Example 3.4** Consider \( y = \text{sgn} \varphi \), where \( \varphi(t) = \cos \omega t \), and \( t \in \mathbb{R} \). Clearly, it follows that \( \varphi \in \text{PW}(-\omega, \omega) \), and

\[ y^\sim(\omega) = \delta(\omega - \omega_s) + \delta(\omega + \omega_s) \Rightarrow y \in S(-\omega_s, \omega_s). \]

In this case, \( \omega_s \) is estimated from \( y^\sim \), and sinc(\( \omega_s \cdot \)) is chosen as the kernel.

In practice, the approach taken to determine \( \Omega^* \), and hence the value of \( \omega_s \), is not straightforward unless we assume that \( \Omega^* \cap \Omega^+ = \{ \} \). However, in this section we have
formulated the SVM classification problem in terms of a signal theory one, namely that of filter design, and in Section 4 we show how this avoids the necessity of unduly repeated implementation of computationally-expensive parameter estimators such as cross-validation.

4 Parameter Estimation

For each choice of the parameter set $\omega_*$, there is a corresponding reproducing kernel Hilbert space $\mathcal{H}_*$, say. Commonly, the choice of parameter set, or hyper-parameter, is achieved by estimating the performance of the SVM for each parameter value. The value of $\omega_* = \{\omega^r\}_1^d$ that yields the best performance is then chosen as the optimal parameter.

4.1 State-of-the-Art

describe several different ways to measure SVM performance. To expedite the empirical comparisons drawn in Section 5, we shall consider perhaps the most straightforward measure, namely the validation error. Here, the data are split into two distinct sets. One set is used to train and the other to validate the SVM.

There also exist several ways to search for the optimal parameter, $\omega_*$. Often misused, the phrase ‘exhaustive search’ has been adopted to describe an approach whereby the performance measure is computed over a finite number of parameters. In practice, however, the search can never be truly exhaustive. Either the range of parameters is too small, or the discretisation too large, or both. Various gradient descent search methods have also been applied to SVM parameter optimisation. Common drawbacks of gradient methods include finding a suitable smoothing strategy for the performance measure, choosing a good first initial point, and bad convergence.

Unfortunately, the inherent problems of any search-based method are exacerbated in
an exponential manner as the number of parameters increases linearly, and when using a
one-against-one strategy for example, in a combinatorial manner as the number of classes
increase linearly. Only a few authors have attempted automatic estimation of the optimal
hyper-parameter set. ? use semi-definite programming techniques to compute the kernel
matrix. ? attempt to make a link between the eigenvalues of the features and the optimal
Gaussian parameter. However, their work relies almost entirely on empirical evidence and
qualitative remarks. ? argue that the Gaussian parameter should be chosen with respect to
a Fisher discriminant based measure. ? use mutual information theory to guide parameter
selection (?) and parameter scaling (?).

4.2 Sinc Parameter Estimation

We propose a principled means to estimate a search space wherein the optimal parameter
lies. Rather than blindly searching for a set of parameters by induction alone, we follow an
approach that is inspired by the engineering discipline of filter design, encapsulated by such
works as ?. Although filter design is sometimes glibly described as ‘more of an art than a
science’, it has a successful theoretical and practical history that arguably stretches further
back than statistical machine learning. Not only does signal theory suggest parameters a
priori, it can also, via spectral analysis, aid the interpretation of the underlying properties of
a particular solution.

Our approach is to compute the sequency transform (7), via the series of fast Fourier
transforms (9), in order to discern the interval $\Omega^*$, from Equation (8). For a $d$-variate
space $\Omega = \bigoplus_1^d \Omega_r$, we require $d$-many sequency transforms. When $\Omega_r^* = (-\omega_r^*, \omega_r^*)$ has
been established, we use the estimate $\omega_r^*$ to construct the kernel described by (5) under the
assumption that $\Omega^* \cap \Omega^+ = \{\}$. 
4.2.1 The Sinc Parameter Search Space

In practice, since each datum has finite length, the sequency transform (7) is taken over a finite domain $T$. From Equations (6) and (9) and the convolution theorem, this is equivalent to computing

$$\left(\chi_T y\right)(\omega) = \frac{T}{2\pi} \sum_{m \in 4Z + 1} \frac{\mu(|m|)}{m} \left(\text{sinc}_T * y^\wedge\right)\left(\frac{\omega}{m}\right),$$

where $*$ denotes the convolution operator. Consequently, like the finite Fourier transform, the finite sequency transform is subject to so-called sinc ringing effects. Notwithstanding such artifacts, the sequency components can still be estimated. The shifted Dirac generalised functions found in the idealised and trivial Example 3.4 above are replaced by shifted sinc functions in the finite case. It follows that only the locations of the local maxima of $|\hat{y}|$ should be considered as candidates for $\omega_*$. Since $y$ is necessarily restricted to a discrete and finite domain, the sequency spectrum is smooth and cannot take the same value at every point. Hence, only finitely many maxima will exist. This simple and intuitive argument serves to reduce an exhaustive but theoretically infinite search to an exhaustive, finite search.

A simple practical example, similar to the analytical Example 3.4, is given in Figure 1. We can see that both the Fourier and Sequency transforms yield the correct maxima at 0.4 Hz. However, in this case the Fourier transform also gives rise to strong maxima at the 3rd and 5th harmonics of 0.4 Hz. By expanding the signal as a Fourier series it is easily seen that, in general, there will be harmonics at $n \in (4Z + 1)$ times the fundamental frequency of 0.4 Hz.

For a one-dimensional problem, one merely tests the performance of the SVM by setting the parameter value to each local maximum of the sequency spectrum. To keep track of values that have or have not been tested and to ensure an orderly approach one could, for example, conduct the search by firstly choosing the maximum that is located closest to the zero sequency and then work outwards to the second closest, and so on. To consider the
generalisation to the $d$-dimensional case, it is helpful to consider the following construct.

**Definition 4.1** The sequence $\{\omega_p\}_{p=1}^P$ is defined as the set that contains the locations of the local maxima of $|y^\sim(\omega)|$, ordered such that $\|\omega_p\|_2 \leq \|\omega_{p+1}\|_2$, for all $p = 1, \ldots, P$.

Herewith, the $d$-dimensional search would take place over the ordered finite set $\{\omega_p\}_{p=1}^P$.

### 4.2.2 A Family of Search Strategies

Of course, when the number of dimensions or maxima preclude an exhaustive search over the entire set $\{\omega_p\}_{p=1}^P$, one may be compelled to compromise accuracy and either bound the search space, conduct a sparser search, or both. For example, a $d$-dimensional data set
with $m$-many maxima in each dimension would have a total number of $m^d$ maxima. For large $d$, an exhaustive search over all the maxima would be intractable. With this in mind, the construct from Definition 4.1 is modified.

**Definition 4.2** Define the sequency transform of $y$ over the $r$-th variate $x_r'$, by $y^\sim(\omega^r)$. The sequence $\{\omega^r_p\}_{p=1}^{P}$ is defined as the set that contains the locations of the local maxima of $|y^\sim(\omega^r)|$, ordered such that $\omega^r_p \leq \omega^r_{p+1}$, for all $p_r = 1, \ldots, P_r$. Furthermore, define the sets

$$W_1(\kappa) := \{\omega^1_1\}_{r=1}^d,$$

and

$$W_j(\kappa) := M_j^!(\kappa) \cup W_{j-1}(\kappa) \setminus M_j(\kappa),$$

with

$$M_j(\kappa) := \{\omega^r_s \in W_{j-1}(\kappa) : \omega^r_s - \min W_{j-1}(\kappa) < \kappa\},$$

and where the set operator $^!$ is defined as $M_j^!: M_j = \{\omega^r_s\} \mapsto \{\omega^r_{s+1}\}$.

**Example 4.3** Consider the set $W_1(0) := \{\omega^1_1\}_r^3$, with $\omega^1_1 < \omega^2_1 < \omega^3_1$. It then follows that $M_2(0) = \{\omega^1_1\}, M_2(0) = \{\omega^1_1\}$, and $W_2(0) = \{\omega^1_2, \omega^2_1, \omega^3_1\}$. Likewise, we have $W_3(0) = \{\omega^1_2, \omega^2_2, \omega^3_1\}$, and $W_4(0) = \{\omega^1_3, \omega^2_2, \omega^3_1\}$.

The set $\{W_j(\kappa)\}_j$ is a subset of points that lie in the set of all sequency maxima. Larger values of $\kappa$ result in sparser search spaces. Figure 2 depicts a simple 2-dimensional example for two different values of $\kappa$. It can be seen that the search space traces a path between the maximum closest to the origin to the one furthest away. It is constructed such that a search over this subspace is not unduly influenced by the sequency spectrum of any one particular dimension relative to the other $(d-1)$ dimensions. Equivalently, it assumes that the spectral bandwidth of the noise, or information, does not change too much from one dimension to another. Herewith lies a useful compromise between accuracy and sparsity. The result is a
Figure 2: Search space for two different values of \( \kappa \). The circles denote the location of the maxima over a 2-dimensional domain. The lines plot the searches (a) \( \{ W_j(0) \}_{j=1}^{5} \) and (b) \( \{ W_j(0.2) \}_{j=1}^{4} \).

family of search spaces parameterised by \( \kappa \) which should be chosen in accordance with the computational resources available.

Even when the number of dimensions is greater than one, many researchers follow the orthodox strategy of searching for a universal, or scalar, parameter that is constant with respect to dimension. In fact, we can use our framework to develop this search method and consider a situation where some subset of the variables suffer an undue level of noise such that it is difficult, or impossible, to make reliable estimates of the individual parameters. In this case, a somewhat more rudimentary approach is to use all of the variables to bound a single universal scalar parameter estimate \( \omega^*_r = \omega_r \), for all \( r = 1, \ldots, d \), by
\[
\arg\inf_{\omega} \sup_{r} |y^{\sim}(\omega^{r})| \leq \omega^{*} \leq \arg\sup_{\omega} \sup_{r} |y^{\sim}(\omega^{r})|. \tag{10}
\]

A grid search can then be employed inside this interval.

### 4.3 Algorithm Summary

We can now summaries our method as follows. Given the training data \(x_n \in X \subseteq \mathbb{R}^d\) and training labels, \(y_n \in \{\pm 1\}, n \in \mathbb{N}\)

- Use nearest neighbour constant interpolation to derive a regularly sample labelling function \(y(x)\).

- Use Equation (9) to perform a sequency transform in each dimension (the infinite sum of fast Fourier transforms needs to be truncated at the users discretion).

- Find the absolute maxima of the sequency transform in each dimension.

- Use search methods from Section 4.2.2 to train and test the SVM performance for the candidates using the sinc kernel.

### 5 Application to Hyperspectral Imagery

In this section, we illustrate the efficacy of the approach on a well-studied problem, namely classification of regions of vegetation in a remotely-sensed hyperspectral image.

#### 5.1 Data and Approach

The airborne visual and infrared imaging system (AVIRIS) remotely senses hyperspectral image data comprising intensity information over 224 co-terminous electromagnetic spectral
bands, ranging from 0.4 to 2.5 $\mu$m. AVIRIS data facilitate myriad applications including resource management, mineral exploitation, environmental monitoring (7), and detection of military targets (7). The large number of variables and classes makes the data set ideal for demonstrating the utility of our sinc kernel approach and search strategy. Furthermore, there exists a free and publicly-available AVIRIS data set that has been used by several research groups to benchmark various hyperspectral image classification techniques. It can be downloaded from ftp://ftp.ecn.purdue.edu/biehl/MultiSpec/ (last accessed 25 November 2005). The following simulations make use of these data.

In the hyperspectral image context, each pixel is described by a single data point, $x_n \in \mathbb{R}^d$. Each element $x_{nr}$, represents the intensity value of pixel $n$, in the $r$-th spectral band. Each pixel belongs to one of 17 different classes of ground vegetation. Previous work on the data set has considered 4-, 16-, and 17-class problems. (gives specific details of the pixel and spectral band subsets used. Figure 3 shows the sequency spectra $|y\sim|$ taken from the 4-class AVIRIS problem. In this case, it can clearly be seen by inspection in the top left plot that the bands 99–148 and 150–200 have remarkably similar spectra. It follows that their maxima, depicted in Figure 4, all fall on very similar points. Moreover, several other such congruences are apparent. Consequently, the search strategy constructed in Definition 4.2 is appropriate.

5.2 Simulation Results

For a fair comparison to be drawn between our results and others, we follow the same sampling and validation technique used in previous research on the AVIRIS data. That is, 20% of the original data are randomly chosen as training data, and the remaining 80% are held out as the testing data. The sampling of training data was repeated 10 times to allow an estimate of the sampling error to be made. The resulting validation measure is simply the percentage of incorrect classifications on the testing data.
Figure 3: Sequency spectra $|\tilde{y}|$ for the 4-class AVIRIS problem. Darker tones indicate higher magnitude.
Figure 4: Sequency spectra maxima for the 4-class AVIRIS problem. Darker tones indicate higher magnitude.
The sinc-based search strategies implemented are the bounded scalar search described by Inequality (10) and the sparse hyper-parameter search space \( \{ W_j(0.05) \}_{j=1}^5 \) from Definition 4.2. Figures 5 and 6 show how the validation accuracy varies with respect to the universal scalar parameter \( 1/\omega_* \), using the search strategy defined by Inequality (10). Note that the optimal scalar value lies within the estimated parameter bounds predicted by Inequality (10). Although the range of variation of accuracy is small, the reader is reminded that we are classifying many thousands of pixels, so that the number of degrees of freedom is very high. In these circumstances, even apparently quite small differences can be enormously significant, as the error bars on the figures confirm.

Table 1 draws a comparison between the proposed sinc methods and the best results found by previous researchers, as well as some comparative results of our own using different kernels. ? tested several orders of polynomial SVM kernels over 5 trials for the 4-class problem (but just 1 trial for the 16-class problem) and found that the degree-7 kernel performed the best. The entry in the table for the 4-class problem of 4.1% error is the average over the 5 trials. ? also used a degree-7 polynomial kernel and obtained an apparently poorer error rate of 4.5%. We do not know if this was for multiple trials and, if so, whether this figure is the average or best. It is interesting to note that our results for the average over 10 trials for the 4-class problem using a 7th order polynomial closely match those of ?, yet fall some 0.6 percentage points short of the results reported by ? for the same method. It seems unlikely that a difference of this magnitude could be due to sampling error (since the standard error of the mean for our 10 trials was just 0.13 percentage points for the 4-class problem). Concerning the SVM approach in general, we can see that this performs significantly better than the Bayesian method used by ? and ?.

All of the sinc kernel results represent the average, taken over 10 trials. The mean standard error was below 0.2 percentage points for the 4-class problem, and below
Figure 5: Accuracy with respect to the sinc kernel parameter over the bounded scalar search defined by Inequality (10) for the 4-class problem. The dotted, vertical lines indicate the estimated bounds for the optimal parameter. The error bars denote the standard mean error over 10 trials with different partitions of training and test data.
Figure 6: Accuracy with respect to the sinc kernel parameter over the bounded scalar search defined by Inequality (10) for the 16-class problem. The dotted, vertical lines indicate the estimated bounds for the optimal parameter. The error bars denote the standard mean error over 10 trials with different partitions of training and test data.
0.1 percentage points for the 16- and 17-class problems. The sinc methods appear to be comparable to the state-of-the-art in the 4-class problem if \( \alpha \) is taken as the basis of comparison but superior if our replication of the degree-7 polynomial kernel is taken as the reference. For the 16- and 17-class subsets, the sinc kernel SVM clearly surpasses all previous results. Generally, the search based on Definition 4.2 yields slightly better performance than that based on Inequality (10).

We conjecture that a more comprehensive filter design, or noise estimation, strategy may enhance the performance of our approach. Since the constant interpolation technique used here is somewhat crude, a more rigorous treatment of the irregular sampling problem should be considered. The penalty term \( C \) from the SVM problem has been fixed such that no training errors are allowed. The effect that \( C < \infty \) has on the optimal parameter has not been addressed here. Such examination is beyond the scope of this work and is left for possible future consideration.

6 Conclusion

We have shown that the SVM classification machine learning problem can be tackled in the context of signal theory. The interconnection between Paley-Wiener spaces and the sinc kernel has been exploited to form an explicit relationship between our information model and the sinc kernel hyper-parameter. By employing some recent work on sequency analysis, it has been shown that the nature of the model can be discerned. Driven by this theory, a finite hyper-parameter search space was realised. Moreover, by introducing further assumptions, we have shown that the compromise between computational effort and search
Table 1: AVIRIS classification: state-of-the-art results compared to results using the sinc kernel developed in this paper (shown in bold).

<table>
<thead>
<tr>
<th>Source</th>
<th>Penalty</th>
<th>Trials</th>
<th>Method</th>
<th>Error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>4-class problem</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sect. 4.2.2, Definition 4.2</td>
<td>∞</td>
<td>10</td>
<td>Sinc SVM, sparse search</td>
<td>3.9</td>
</tr>
<tr>
<td>Sect. 4.2, Inequality (10)</td>
<td>∞</td>
<td>10</td>
<td>Sinc SVM, bounded search</td>
<td>4.0</td>
</tr>
<tr>
<td>Gualtieri &amp; Cromp (?)</td>
<td>1000</td>
<td>5</td>
<td>SVM poly. kernel, degree-7</td>
<td>4.1</td>
</tr>
<tr>
<td>?</td>
<td>1000</td>
<td>?</td>
<td>SVM poly. kernel, degree-7</td>
<td>4.5</td>
</tr>
<tr>
<td>This work</td>
<td>1000</td>
<td>10</td>
<td>SVM poly. kernel, degree-7</td>
<td>4.7</td>
</tr>
<tr>
<td>This work</td>
<td>∞</td>
<td>10</td>
<td>Gaussian RBF kernel</td>
<td>4.9</td>
</tr>
<tr>
<td>?</td>
<td>1000</td>
<td>?</td>
<td>Bayesian discrim. analysis</td>
<td>6.5</td>
</tr>
<tr>
<td>?</td>
<td>1000</td>
<td>?</td>
<td>Gaussian RBF kernel</td>
<td>7.9</td>
</tr>
<tr>
<td><strong>16-class problem</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sect. 4.2.2, Definition 4.2</td>
<td>∞</td>
<td>10</td>
<td>Sinc SVM, sparse search</td>
<td>10.9</td>
</tr>
<tr>
<td>Sect. 4.2, Inequality (10)</td>
<td>∞</td>
<td>10</td>
<td>Sinc SVM, bounded search</td>
<td>11.2</td>
</tr>
<tr>
<td>Gualtieri &amp; Cromp (?)</td>
<td>1000</td>
<td>1</td>
<td>SVM poly. kernel, degree-7</td>
<td>12.7</td>
</tr>
<tr>
<td><strong>17-class problem</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sect. 4.2.2, Definition 4.2</td>
<td>∞</td>
<td>10</td>
<td>Sinc SVM, sparse search</td>
<td>11.3</td>
</tr>
<tr>
<td>Sect. 4.2, Inequality (10)</td>
<td>∞</td>
<td>10</td>
<td>Sinc SVM, bounded search</td>
<td>12.2</td>
</tr>
<tr>
<td>This work</td>
<td>1000</td>
<td>10</td>
<td>SVM poly. kernel, degree-7</td>
<td>15.1</td>
</tr>
<tr>
<td>?</td>
<td>1000</td>
<td>10</td>
<td>Bayesian discrim. analysis</td>
<td>17.1</td>
</tr>
</tbody>
</table>
space sparseness can be managed sensibly. Finally, the approach achieves the best results so far on the much-studied AVIRIS data set.