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FINITE-ORDER MEROMORPHIC SOLUTIONS AND THE
DISCRETE PAINLEVE EQUATIONS

R. G. HALBURD AND R. J. KORHONEN

ABSTRACT

Let w(z) be an admissible finite-order meromorphic solution of the second-order difference equation
w(z+1) +w(z —1) = R(z,w(2)) (1)

where R(z,w(z)) is rational in w(z) with coefficients that are meromorphic in z. Then either w(z)
satisfies a difference linear or Riccati equation or else equation (1) can be transformed to one of a
list of canonical difference equations. This list consists of all known difference Painlevé equations
of the form (}), together with their autonomous versions. This suggests that the existence of
finite-order meromorphic solutions is a good detector of integrable difference equations.

1. Introduction

A century ago Painlevé [31, 32], Fuchs [13] and Gambier [14] classified a large
class of second order differential equations in terms of a characteristic which is now
known as the Painlevé property. An ordinary differential equation is said to possess
the Painlevé property if all of its solutions are single-valued about all movable
singularities (see, for example, [1].) Painlevé and his colleagues looked at the class

w” = F(z,w,w'),

where F' is rational in w and w’, rejecting those equations which did not have
the Painlevé property. They singled out a list of 50 equations, six of which could
not be integrated in terms of known functions. These equations are now known as
the Painlevé equations. During the twentieth century it was confirmed by different
authors (and by different methods) that these equations indeed possess the Painlevé
property [31, 28, 27, 24, 17].

The Painlevé property is a good detector of integrability. For instance, the six
Painlevé equations are proven to be integrable by the inverse scattering techniques
based on an associated isomonodromy problem, see, for instance, [3]. It is widely
believed that all ordinary differential equations possessing the Painlevé property
are integrable, although there are examples of equations which are solvable via an
evolving monodromy problem but do not have the Painlevé property [7].

It is clear that when trying to distinguish discrete integrable equations from the
non-integrable ones, a discrete analogue of the Painlevé property would be useful.
Several candidates for the discrete Painlevé property have already been proposed.
Ablowitz, Halburd and Herbst [2] considered discrete equations as delay equations
in the complex plane which allowed them to analyze the equations with methods
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from complex analysis. The equations they consider to be of “Painlevé type” possess
two properties: they are of finite order of growth in the sense of Nevanlinna theory,
and they have no digamma functions in their series expansions. Ablowitz, Halburd
and Herbst looked at, for instance, difference equations of the type

W+ w = R(z,w), (1.1)

where R is rational in both of its arguments, and the z-dependence is suppressed by
writing w = w(z), W = w(z+1) and w = w(z—1). They showed that if equation (1.1)
has at least one non-rational finite-order meromorphic solution, then the degree of
R(z,w) in w is less or equal to two. Indeed, a number of equations widely considered
to be of Painlevé type lie within this class of equations. On the other hand, many
equations within the class (1.1) with deg,,(R) < 2 are generally considered to be
non-integrable.

Costin and Kruskal [10] also applied complex analytic methods to detect in-
tegrability in discrete equations. Their idea of integrability is related to whether
the sequence of iterates of solutions can be imbedded in the complex plane as an
analyzable function.

Another method which has proved to be a good detector of integrability in dis-
crete equations is the singularity confinement test by Grammaticos, Ramani and
Papageorgiou [16]. The basic idea is to choose suitable initial conditions so that an
iterate will become infinite at a certain point. The singularity is said to be confined
if the iterates become finite after a certain finite number of steps and still contain
information about the initial conditions. Singularity confinement has been a suc-
cessful test. With it many important discrete equations, which are widely believed
to be integrable, have been discovered [35].

However, implementation of the singularity confinement test is not without dif-
ficulty. In particular, how do we decide whether a given singularity sequence is
truly confined and what exactly is the property for which we are testing? Also,
an example of a numerically chaotic discrete equation possessing the singularity
confinement property was found by Hietarinta and Viallet [23]. They suggest that
singularity confinement needs to be augmented by a condition that a sequence of
iterates possesses zero algebraic entropy. This is related to a number of approaches
to the integrability of discrete equations or maps in which one considers the growth
of the degree of the n'" iterate as a rational function of the initial conditions [42,
11, 6, 36].

In this paper we consider the equation (1.1) where the coefficients of R(z,w) have
slow growth with respect to a meromorphic solution w in the sense of Nevanlinna
theory. This type of solution is called admissible. For instance, all non-rational
meromorphic solutions of an equation with rational coefficients are admissible. We
show that if (1.1) has at least one admissible meromorphic solution of finite order,
then either w satisfies a difference Riccati equation, or (1.1) can be transformed
into a difference Painlevé or a linear equation. This indicates that the existence of
a finite order meromorphic solution of a difference equation is a strong indicator of
integrability of the equation.

An important subcase where equation (1.1) has rational coefficients will be an-
alyzed in [19]. Choosing the subclass of rational coefficients as a starting point
enables us to bypass a large number of technical details which may not be omitted
in the analysis of the full case presented here. However, the field of rational func-
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tions do not contain all coefficients of the difference Painlevé equations in their full
generality.

In what follows S(w) denotes the field of small functions with respect to w in
terms of Nevanlinna theory. For example all rational functions are small with respect
to any non-rational meromorphic function. (See (2.1) in Section 2 for the exact
definitions of “admissible” and “small”.)

THEOREM 1.1. If the equation

W+ w = R(z,w), (1.1)

where R(z,w) is rational in w and meromorphic in z, has an admissible meromor-

phic solution of finite order, then either w satisfies a difference Riccati equation
pw+gq
w+p’

W= (1.2)

where p,q € S(w), or equation (1.1) can be transformed by a linear change in w to
one of the following equations:

@+w+w=w+m (1.3)
w
E—w—l—@:m—l—(—l)zm (1.4)
w
@_Fw:m_,_@ (1.5)
w
@JFMZMJF% (1.6)
w w
_ (m12z + K1)w + o
_ 1.7
w+ w D= —u? (1.7)
o (12 + K1)w + m
= 1.8
vty 1—w? (18)
wWw + ww = p (1.9)
Wt+w=pw-+gq (1.10)

where i, ki € S(w) are arbitrary finite-order periodic functions with period k.

Equations (1.3), (1.5) and (1.6) are known integrable discretizations of the Painlevé
I equation, while equation (1.8) is often referred to as the difference Painlevé II.
Equation (1.2) is a difference Riccati equation, and (1.10) a linear difference equa-
tion. These equations have been studied extensively in the literature and they are
considered to be integrable [15, 12, 33, 34]. They are of “Painlevé type” since in
addition to being singled out by Theorem 1.1 they pass the singularity confinement
test. Equation (1.9) is linear in ww and possesses finite-order meromorphic solutions
for many choices of p. The list of equations (1.2) — (1.10) is complete in the sense
that it contains all known integrable equations of the form (1.1) and apparently no
non-integrable equations.

Equations (1.4) and (1.7) are slight variations of (1.3) and (1.8), respectively.
Indeed, the transformation w — (—1)%w maps (1.4) to (1.3) under a suitable rede-
finition of the periodic coefficients. However, such a transformation may affect the
admissibility of the solution w if the order of w is at most one.

Although the notion of singularity confinement does not appear in the statement
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of Theorem 1.1, we have used ideas related to confinement in its proof. We use
Nevanlinna theory to demonstrate that if generically we cannot associate a certain
number (one or two, depending on the degree of R) of nearby poles of W+ w to each
pole of w, then the order of the meromorphic solution w is infinite. Demanding that
we can always associate enough poles of W+ w to each pole of w gives a number of
possible constraints for the coefficients of (1.1). Generically these constraints lead
to one of the difference Painlevé equations. The difference Riccati equation appears
when the solution has a certain degenerate singularity structure. The singularity
patterns of solutions of the chaotic difference equation studied in [23] are, although
confined, not of the type allowed for a finite-order solution.

We are able to reduce the proof of Theorem 1.1 to a problem involving only the
relative frequencies of special values of the solution by using a difference analogue
[18] of the Lemma on the Logarithmic Derivative. In particular, we use corollaries
which are natural difference analogues of results by Clunie [9] and A. A. Mohon’ko
and V. D. Mohon’ko [30]. The results described in [18] have led to difference ana-
logues of a number of other important theorems from Nevanlinna theory, including
the Second Main Theorem [20]. Also, g¢-difference analogues of all these results
were obtained in [4]. Chiang and Feng discovered another difference analogue of
the Lemma on the Logarithmic Derivative in [8].

2. Tools from Nevanlinna theory

Nevanlinna theory is an efficient tool for studying the density of points in the
complex plane at which a meromorphic function takes a prescribed value. It also
provides a natural way to describe the growth of a meromorphic function. In this
section we briefly recall some of the basic definitions and elementary results of
Nevanlinna theory, and give some auxiliary results we need to prove Theorem 1.1.
For a more comprehensive description of Nevanlinna theory we refer to [21].

2.1. Basic definitions and notation

The growth of a meromorphic function is described by the Nevanlinna charac-
teristic

T(r,y) := N(r,y) +m(r,y),

where m(r, y) is the proximity function
[ i0 +
m(r,y) := Py log™ |y(re*)| dé, log™ x := max(0, log x),
T Jo

and N(r,y) is the counting function

N(’(‘, y) — J: n(tv y) ; TL(O, y)

dt + n(0,y) logr,

where n(r,y) is the number of poles (counting multiplicities) of y in the disc {z :
|z| < r}. The order of growth of a meromorphic function is defined to be

log T
p(y) := limsup ogr\ny) (r,y) .
r—o00 logr
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For entire functions p(y) is equal to the classical growth order

log log M
o (y) = lim sup 28128 M (1Y)

)
r—00 log

where M (r,y) is the maximum modulus of y in the disc of radius r.
A quantity which is of the growth o(T'(r,y)) as  — oo outside of a set with finite
logarithmic measure is denoted by S(r,y). Then

S(y) := {w meromorphic : T(r,w) = S(r,y)} (2.1)

is a field with respect to the usual addition and multiplication. In other words, a
meromorphic function g is in S(y) if

T(r,g)
1m
r—oo T(r,y)

where 7 runs to infinity anywhere outside of a set E satisfying [, % < 00. The field
S(y) is often referred to as the field of small functions with respect to y. A non-
rational meromorphic solution y of a difference (or differential) equation is called
admissible if all coefficients of the equation are in S(y). For example, if a difference
equation has only rational coefficients then all non-rational meromorphic solutions
are admissible. This is due to the fact that a meromorphic function y is rational
if and only if T'(r,y) = O(logr). We often omit the expression “with respect to y”
when we talk about small functions with respect to an admissible solution of (1.1).

When applying Nevanlinna theory to differential and functional equations an
identity due to Valiron [41] and Mohon’ko [29] has proved to be useful (see also [26]).
It states that given a function R(z,y) which is rational in y and meromorphic in z,
we have

T(r, R(z,y)) = deg, (R)T(r,y) + S(r,y) (2.2)

whenever all coefficients of R(z,y) are small compared to y.

In what follows we often say that there are S(r,y) points z; with a certain
property. By this we mean that the integrated counting function N (r,-) measuring
the points with the property in question is at most of the growth S(r,y). We also
use the expressions like: “There are more than S(r,y) points such that...” This
means in precise terms that

N(r,-)
lim su ’
s T(r,y)
where ¢ € RT U {+00}, and r runs to infinity in a set with infinite logarithmic
measure. For instance, if a meromorphic function g has more than S(r,y) poles,
then g ¢ S(y).
On several occasions we will encounter inequalities of the type

=c >0,

n(r,-) <an(r+k,y) +5'(r,y), (23)

where by S’(r,y) we mean a quantity which is at most of the growth S(r,y) after
a logarithmic integration. In exact terms, the quantity on the right side of (2.3) is
an(r + k,y) + n(r) where 7i(r) is a piecewise continuous increasing function of r
such that

N(r) := JT M dt + n(0) logr = S(r,y).
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In other words, the (integrated) counting function N(r) counting the number of
exceptional points in (2.3) is small with respect to y.

While we only consider meromorphic solutions of difference equations in this pa-
per, we sometimes end up in a situation where the coefficients of a considered equa-
tion may have some finite sheeted branching. The classical version of Nevanlinna
theory we introduced earlier in this section deals only with meromorphic functions,
and so it is unable to handle this kind of situation. However, there is a version of
the theory introduced by Selberg [37, 38, 39], Ullrich [40] and Valiron [41] called
the algebroid Nevanlinna theory which studies meromorphic functions on a finite
sheeted Riemann surface. Such functions are called algebroid and they are allowed
to have isolated branch points with finite branching. To make the proof of Theo-
rem 1.1 watertight we have to assume that whenever the coefficients of a difference
equation may have branching, T'(r, - ) denotes the Nevanlinna characteristic of a 2-
sheeted algebroid function. Since all branched functions we consider are small with
respect to the meromorphic solution of (1.1), the change in notation only effects
the error term which needs to be redefined in terms of the algebroid characteristic.
The “algebroid error term” will still be denoted by S(r,-) and it remains small
with respect to the meromorphic solution of (1.1). An interested reader may refer,
for instance, to [25] for more details on algebroid Nevanlinna theory. Also, in the
special case when the coefficients of (1.1) are rational in the first place, algebroid
Nevanlinna theory is not required [19].

2.2. Newvanlinna theory and difference equations

Assume that w is an admissible meromorphic solution of (1.1). In other words,
the coefficients of (1.1) are all small with respect to w, and in particular they are in
the field S(w). Following the reasoning used by Yanagihara [43] and by Ablowitz,
Halburd and Herbst [2], which combines the Valiron-Mohon’ko identity (2.2) and
the fact that

T(r,w(zx1)) < (1+e)T(r+1,w)+O(1)
holds for € > 0 when r is sufficiently large, see [43], we have
2(1+¢)
deg,, (R)

If the degree of R(z,w) with respect to w is at least three, there is an o < 1 such
that

T(r,w) < T(r+1,w)+ S(r,w).

T(r,w) < aT(r+1,w) (2.4)

outside of a possible set E of r-values with finite logarithmic measure. Intuitively
the iteration of (2.4) gives T'(r + j,w) > (1/a)?T(r, w) which seems to imply that
w is of infinite order by letting j — oo similarly as in [2]. However, we need to
be very careful here due to the exceptional set E. Namely, if r + j € F for any
j € N then the iteration process is terminated after a finite number of steps, and
no conclusion about the order of w can be made by this argument.

Nevertheless it turns out that it is sufficient that (2.4) holds in a set R™ \ E with
infinite logarithmic measure, as the following lemma shows. In its proof we show
that (2.4) implies that w is of infinite order by a careful choice of a sequence (r,,) in
R* \ E. We conclude that if (1.1) has a meromorphic solution of finite order then
deg,, (R) < 2. The rest of the proof of Theorem 1.1 can be found in Section 3.
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LEMMA 2.1.  Let f be a non-constant meromorphic function, s > 0, a < 1, and
let F C RT be the set of all r such that

T(r, f) <aT(r+s,f). (2.5)

dt

If the logarithmic measure of F is infinite, that is, fF i = 00, then f is of infinite

order of growth.

Proof. Suppose that J‘F % = o00. By the definition (2.5) the set F' is closed and
so it has a smallest element. We define a sequence (r,,) C F inductively as follows:
(i) Let rg be the smallest element of F.
(ii) For all n € N let r,, = min(F N [ry—1 + s,00)).

Then (r,) satisfies r,41 — r,, > s for all n € N. Moreover

FC U[rmrn—i—s}
n=0

and

T(Tnv f) < O‘T(Tn-i-lv f) (26)

for all n € N.

We show next that (r,,) has a subsequence (ry, ) such that r,, < n? for all k € N.
To this end, assume conversely that r, > n? for all r,, > m, where m is a sufficiently
large constant. This implies that

oo Tn+Ss
J @SZJ dt
Ft n=0""n 4
L A L R
[ [
Jl t n:l nz t

:logm+10gH (1+%>

n=1
1
= logm + log(sinh(y/s7)) — 3 log s —logm < 00,

which is a contradiction since F' was assumed to be of infinite logarithmic measure.
Therefore there is (ry, ) such that r,, < n? for all k¥ € N. By iterating (2.6) we then

have
T(r, f) > —T(r0, )

for all n € N. In particular,

1
T(rnk7f) Z ET(TOa f)
for all k € N, and so

log T
o(y) > limsup 8L Tner f)

k—oo IOngk
log(1 logT
> Tim sup nilog(1/a) +1log T'(ro, f)
k—o0 logrnk

> limsup ng log(1/a) + log T'(ro, f) _
k—o00 210gnk
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since 1, < ni for all k£ € N. O

In the remainder of this subsection we state a number of recent results on dif-
ference equations and Nevanlinna theory [18]. They are concerned with functions
which are polynomials in f(z+c¢;), where ¢; € C, with coefficients in the field S(f).
Such functions are called difference polynomials in f(z). We also denote

el = max{le;}.
The first result is an analogue of the Lemma on the Logarithmic Derivative.

THEOREM 2.2. Let f be a non-constant meromorphic function of finite order,
ceCandp<1. Then

(5 FCEAY _ (Tt )
(- Hi) o (P

for all r outside of a possible exceptional set with finite logarithmic measure.
The second result is a difference analogue of the Clunie Lemma [9].

THEOREM 2.3. Let f(z) be a non-constant finite-order meromorphic solution
of
f(2)"P(z, f) = Q2 f),

where P(z, f) and Q(z, f) are difference polynomials in f(z), and let p < 1. If the
degree of Q(z, f) as a polynomial in f(z) and its shifts is at most n, then

(FEE) ot ) (2.7

re
for all r outside of a possible exceptional set with finite logarithmic measure.

m(r, P(z, f)) =0

The third result is a difference analogue of a result due to A. A. Mohon’ko and
V. D. Mohon’ko on algebraic differential equations [30].

THEOREM 2.4. Let f(z) be a non-constant finite-order meromorphic solution
of
Pz, f)=0

where P(z, f) is difference polynomial in f(z), and let u < 1. If P(z,a) £ 0 for a
meromorphic function a € S(f), then

m( ! )(W) +o(T(r, f))

i — i

for all r outside of a possible exceptional set with finite logarithmic measure.

2.3. The counting function and the order of solutions

We conclude this section with a theorem on the order of meromorphic solutions
of certain difference equations within the class (1.1). It will be frequently applied
in the proof of Theorem 1.1 in Section 3.
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THEOREM 2.5. Let w be an admissible meromorphic solution of one of the
equations

02w2 +ciw + ¢o

T = 2.8

wtow w2 +aw+b (2:8)

W+ w— cow = awtc (2.9)
w

where the right sides are irreducible, o := £1, and all coefficients cj, a and b are
in S(w). If w satisfies (2.8) and there exist k > 1 and oo < 2 such that

n(r,w+ ow) < an(r +k,w) + 5 (r,w), (2.10)

then w is of infinite order of growth. Similarly, if w satisfies (2.9) and there exist
k>1 and o < 1 such that

n(r,w+w — cow) < an(r + k,w) + 5 (r,w), (2.11)

then w is of infinite order of growth.

Proof.  Assume first that w is a solution of (2.8). By integrating (2.10) we obtain

r+k
t t
N(T,E—Faw)SaJ 771(’“})

dt + S(r,w)

o t—k t (2.12)
<a(l+e)N(r+kw)+ S(r,w),
where £ > 0 is chosen so that & := «a(l +¢) < 2 and ry is a sufficiently large

constant. By the Valiron-Mo’honko identity (2.2), we have

2T (r,w) = T(r,w + ow) + S(r,w)

= N(r,w+ ow) + m(r,w + ow) + S(r,w).
Therefore, by (2.12) and by Theorem 2.3 where we have chosen P(z,w) =w + cw
and Q(z,w) = cow? + cyw + co — (aw + b)(W + ow), we obtain
T 1
2T (r,w) < aN(r + k,w) +o (M) + S(r,w),
T

outside a set F of finite logarithmic measure, where u < 1. Hence

T(r,w) < (g + 5) T(r+ k,w)

holds for any € > 0 in a set with infinite logarithmic measure. The assertion follows
by choosing ¢ such that § + & <1 and applying Lemma 2.1.
Now suppose that w satisfies (2.9). By integrating (2.11) we obtain

Nr,w+w—cow) <a(l+e) N+ k,w)+ S(r,w), (2.13)
where € > 0 is chosen so that & := a(1 +¢) < 1. By (2.2), we obtain
T(r,w) = N(r,@w+w — cow) + m(r, @+ w — cow) + S(r, w).

Therefore, by (2.13) and applying Theorem 2.3 with P(z,w) = W 4+ w — cow and
Q(z,w) = cyw + ¢g, we have

T(r,w) < (a+e)T(r+k,w)

where € > 0 and r is in a set with infinite logarithmic measure. The assertion follows
by choosing € such that & + ¢ < 1 and applying Lemma 2.1. |
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3. Analysis of solutions near singularities

In Section 2.2 we showed that if equation (1.1) has an admissible meromorphic
solution of finite order, then deg,, (R) < 2. In this section we complete the proof of
Theorem 1.1 by a careful consideration of a number of subcases depending on the
exact form of R(z,w).

Since we allow the coefficients of (1.1) to be non-rational meromorphic functions,
they may in general have infinitely many zeros and poles. Therefore, even though we
demand that all coefficients of (1.1) are small compared to a meromorphic solution
w with a large number of poles, counting multiplicities, it may happen that w has in
fact fewer poles than some of the coefficients if we ignore multiplicities. In particular,
this means there might not be a point zy such that w(zp) = co and no coefficient
of (1.1) has a pole or zero at zg. However, at most points the multiplicity of a pole
of w is much greater than the multiplicities of poles and zeros of the coefficients,
which is enough for our purposes.

Notation: In what follows we use the notation D(zp,7) to denote an open disc
of radius 7 centered at zg € C. Also, oo¥ denotes a pole of w with multiplicity k.
Similarly, 0¥ and a + 0% denote a zero and an a-point of w, respectively, with
multiplicity k. For instance, w(zp) = a + 0¥ is a short notation for

w(z) =a+coz —20)° +0 ((2 = 20)"")

for all z € D(z0,7p), where ¢y # 0 and 7¢ is a sufficiently small constant.

LEMMA 3.1. Let w be an admissible meromorphic solution of (1.1) with more
than S(r,w) poles (counting multiplicities) and let z; denote the zeros and poles of
the coefficients a; of R(z,w). Let

mj = max {l; € N:a;(z;) = 0% or a;(z;) = ook}
i=1,...,n

be the mazimal order of zeros and poles of the functions a; at z;. Then for any
€ > 0 there are at most S(r,w) points z; such that

w(zj) = ook (3.1)

where m; > €k;.

Proof. Assume on the contrary that there are more than S(r, w) points z; such
that (3.1) holds and m; > ek;. Let N, (r,w) denote the counting function for those
poles of w which are in the set {z;}, and let Nx(r,a;) be the counting function for
the poles and zeros of all a;. Then by assumption

. Ns(r,a;) .. €N, (r,w)
hinﬁs;ip W > h?izlip W >0,
where r runs to infinity in a set with infinite logarithmic measure. This implies
that at least one of the functions a; has more than S(r,w) poles or zeros, which
contradicts the fact that all a; are small with respect to w. We conclude that

N, (r,w) = S(r,w). O

The gamma function I" has a simple pole at each of the points {—n+1:n € N},
and the order of growth of I' is one. We may construct a meromorphic function G
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which has a pole of order n? at the points {—n? : n € N} [21]. Then the order of
G is at least 3/2, and so I' is small with respect to G. Also, G has far fewer poles
than T" when we ignore multiplicities, and in particular there are no points where
G has a pole and I' does not. However, G has many more poles than I" when we
take the multiplicities into account.

In an attempt to make the somewhat awkward notation involved in dealing with
this issue more readable, we introduce the following notation. Whenever a small
quantity arises from reasoning related to Lemma 3.1, we use the notation ¢ > 0,
rather than the usual € > 0. Note that if the multiplicities of the poles of a solution
w of (1.1) have a uniform upper bound, or if the coefficients have only finitely many
zeros and poles, then each € in the below reasoning may be replaced by zero. In
the treatment of (1.1) with rational coefficients [19] the technicalities with € are
avoided.

3.1. The Difference Painlevé I Equation

Assume that the denominator of R(z,w) has exactly two distinct roots, which
implies that the degree of R(z,w) is also two. Then equation (1.1) takes the form
quZ + uiw + ug

w? + aw + b

where the coefficients of the right side belong to S(w), and a? # 4b. The transfor-
mation w — w — a/2 takes (3.2) into the form

cow? 4+ crw + ¢ _ P(z,w)

o Q)
where the coefficients ¢; are in S(w) and p* = a*/4 — b # 0. Theorem 2.5 states
that if

W+ w = (3.3)

n(r,w+w) < an(r+kw)+ 5 (r,w) (3.4)

for a < 2, k > 1 and for all r sufficiently large, then w is of infinite order. (Recall
the exact definition of S’(r,w) from Section 2.1.) Roughly speaking this means
that if w has finite order then for “most” poles of w there are two points (counting
multiplicities) where w(z) = £p(z).

Assume first that a meromorphic solution of equation (3.3) has at most S(r, w)
poles. Then Valiron-Mohon’ko identity (2.2), Theorem 2.3 and equation (3.3) yield

2T (r,w) = T(r,w 4+ w) + S(r,w)
<2N(r+1,w) +m(r,w +w) + S(r,w)
Y (T(r—i— 1,w)

= o

(3.5)
) +S(r+1,w),

where p < 1 and 7 lies outside of an exceptional set F with finite logarithmic
measure. Therefore

T(r,w) < eT(r + 1,w),

where 0 < € < 1, holds in a set with infinite logarithmic measure. Hence w is of
infinite order by Lemma 2.1, which is a contradiction. We conclude that w has more
than S(r,w) poles. Therefore also W + w has more than S(r,w) poles (which are
the +p(z) -points of w) since otherwise (2.10) holds with any o > 0 and w would
be of infinite order by Theorem 2.5.



12 R. G. HALBURD AND R. J. KORHONEN

We have shown that both w and W+ w have more than S(r, w) poles. In addition,
the number of points z’ where Q(2', w(z')) = P(z',w(z")) = 0 is at most S(r,w),
since otherwise it would follow that cop® % c1p + co = 0, which is impossible due
to the irreducibility of the right side of (3.3). Also, since the coefficients of R(z, w)
are in S(w), they have altogether at most S(r,w) poles. Hence there are more than
S(r,w) points z; such that Q(z; —1,w(z; —1)) = 0 and w has a pole at either z; or
z; — 2. We assume, without loss of generality, that w(z;) = co. Moreover, denoting
the multiplicity of Q(z; — 1, w(z; — 1)) = 0 by k;, Lemma 3.1 implies that there
are more than S(r,w) points such that the multiplicity of w(z;) = oo is at least
(1 — ¢)k; for an arbitrarily small € > 0. If for all but S(r, w) many such z; we have
Q(z + 1,w(z; + 1)) = 0 with the multiplicity less than %k; (this includes the case
Q(z; +1,w(z; + 1)) # 0) then there are more than S(r,w) poles of W+ w at z; 1
with multiplicities k; and < %kj, respectively, which can be associated with the
pole of w at z; with multiplicity at least (1 — €)k;, and only S(r, w) poles of W+ w
which cannot be associated to a pole of w in this way. Therefore inequality (3.4) is
satisfied with ov = § + 2¢/(1 — €), and so Theorem 2.5 implies that w is of infinite
order.

Recall that D(zp,7) denotes the open disc of radius 7 centered at zy € C. Since
we assumed that w is of finite order, there must be more than S(r,w) points z;
such that w(z;) = co with multiplicity k; and

Qlz+1Lw(z£1)) =0 ((zfzj)%kf) (3.6)

for both choices of the + sign and for all z € D(z;,7;) with sufficiently small
constants 7;. Then by equation (3.3) and Lemma 3.1 there are more than S(r,w)
points z; for an arbitrarily small € > 0 such that

wz+1)+w(z—1) =ca(2) + O ((z _ Zj)(l—e)kj)

for all z € D(z;,7;) where 7; is small enough. Hence, by taking (3.6) into account,
we obtain

(ea(2) —w(z = 1)) = p(z +1)? + 0 ((z = 2;)8) (3.7)
for all z € D(z;,7;). Since also
w(z =12 =p(z =112+ 0 ((2 - %)¥"), (3.8)
we obtain
2 (2)w(z — 1) +p(z +1)? — p(z —1)% — e2(2)> = O ((z - zj)%’w) (3.9)

for all z € D(z;,7;) at more than S(r, w) points z;.
We now consider two cases depending on whether or not cs is identically zero. If
¢z = 0 then equation (3.9) yields

p(z—1)2 —p(z +1)% = h(2), (3.10)
where h is a small meromorphic function with respect to w such that
h(z) =0 ((z = 2)4)

for all z € D(z;,7;) at more than S(r, w) points z;. Hence h has more than S(r, w)
zeros counting multiplicities, which implies that h = 0 since T'(r, h) = S(r,w). We
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conclude that
p(z—1)* —p(z+1)* =0. (3.11)

In other words p(z)? # 0 is an arbitrary finite order periodic function with period
two. Therefore, by making the transformation w — pw, equation (3.3) takes the
form
a1w + ag
1—w?’
where ¢ := +1, and ag, a; are small functions compared to w depending on p and
on the coefficients ¢;. After this transformation the admissible solution w of (3.3)
corresponds to an admissible solution of (3.12). One should keep in mind that the
coefficients a; may, at least in principle, have some square root type branching. An
explanation of how to deal with branched coefficients was given in Section 2.1.
The dependence between the multiplicity of the pole of w at the points z; and
the multiplicity of zeros of h in (3.10) is important. If no information about the
multiplicities of the zeros of h would be available we could not rule out the possibility
that N(r,+) = N(r,+) = S(r,w) in the case when w has more than S(r,w) poles
at points z; counting multiplicities, but only S(r, w) poles ignoring multiplicities.
We continue with a closer analysis of the singularity structure of meromorphic
solutions of (3.12). (Recall the notation used below in (3.14) from the beginning of
Section 3.)

W+ ow = (3.12)

LEMMA 3.2. Let w be an admissible meromorphic solution of equation (3.12).
Then either

n(r,w + ow) < (i + e) n(r+1,w) + S (r,w) (3.13)

for any € > 0, or there are more than S(r,w) points z; such that

w(z; —2) =0k, w(z; —1)=8+08, w(z;) = ook,

3.14
w(zj +1) = -6+ 0%, w(z; +2) = 0™, (3.14)

where § = £1, and l; and m; are strictly less than %kj.

Note that there is nothing to stop w(z; £ 2) being finite, and indeed for most
z; this seems to be the case, but for our purposes the assertion of the lemma is
sufficient.

Proof. By Lemma 3.1, given € > 0, there are at most S(r,w) points z; where
w(zj)2 = 1 with the multiplicity k;, but where w+ ow has a pole with order higher
than (1 + ¢)k;. We include all such points in the error term, and in what follows
consider the rest of the d-points of w.

We will next associate each é-point of w with a certain number of nearby poles
of w. To this end, we look at sequences of iterates

(w(z; +n))nm:l I,melCZU{+oo}

of (3.12) consisting of poles and J-points of w such that all iterates within a sequence
have the same constant multiplicity. If the multiplicity of w(z; +n) is different than
the multiplicity of w(z; +n+1) we say that the iterates w(z; +n) and w(z; +n+1)
are in different sequences. For example, the iterates w(z; — 1), w(z;) and w(z; +1)
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in (3.14) are in the same sequence, but w(z; + 1) and w(z; + 2) are not. We will
systematically go through all different possible types of sequences containing o-
points of w.

Consider first a sequence with only one iterate, say w(z;). By assumption w(z;) =
§ + 0% for some k; € N. From (3.12) it follows that either w(z; — 1) = oo or
w(zj + 1) = co. Since the sequence contains only one iterate w(z;), the multiplicity
of the neighboring pole is not equal to the multiplicity of the J-point at z;. The
only way this is possible without contradicting (3.12) is when w(z; — 1) = ool and
w(z; +1) = ool where I; > k;. Then by (3.12) we have w(z; £2) = —06 + 0% and
w(z; £ 3) = ooli. Hence any d-point of w in a length one sequence can be associated
with at most one pole of w, with the possible exception of at most S(r,w) points
where certain coefficients of (3.12) have zeros or poles.

By iteration of (3.12) we see that poles and d-points of w alternate in each
sequence which consists of two or more iterates. Therefore, in a sequence with n
d-points of w there are n — 1, n or n + 1 points where w has a pole. If a sequence
consists of an even number of iterates, then exactly half of them are poles of w and
the other half are d-points of w. Therefore those d-points of w which are part of a
sequence with even or infinite length can be associated with exactly one pole of w.

For a sequence with an odd number of iterates, say j, the number of J-points of
w is at most (j + 1)/2, and the number of poles of w at least (j — 1)/2. Therefore
the number of é-points of w divided by the number of poles w within the sequence
is at most

I+l

<.
—_
N w

.
—_

when j is at least five. If j = 3 there are two possibilities: the sequence can have
either one or two d-points of w. In the former case the ratio is 1/2, and the latter
case is (3.14).

It remains to be shown that either there are more than S(r,w) points z; such
that (3.14) holds with the multiplicities [; and m; strictly less than 2k;, or (3.13) is
true. Assume that m; > %kj. Within the five points in (3.14) there is one complete
sequence consisting of the points w(z;), w(z; £1), and two starting points w(z; +2)
of other sequences. The sequence starting from w(z; +2) = co™ ends (at least from
one end) at a pole. The number of §-points of w divided by the number of poles
of w within such sequence is at most one. We “remove” one third (worth m;/3) of
the iterate w(z; +2) = co™ from its original sequence and associate it with the
three central points of (3.14) instead. The pole and d-point ratio in the remaining
part of the sequence containing w(z; 4+ 2) is at most 3/2 even if the removal has
to be done from both of its ends. Since we assumed m; > %kj and the sequence
consisting of the three central points in (3.14) contains exactly k; poles of w and
2k; d-points of w, the combined pole and ¢-point ratio for the middle sequence in
(3.14) and the extra third of a point (with the multiplicity at least tk;) is at most
8/5. If also [; > %kj we may similarly attach a third of a point from the other end
into (3.14). In this case the combined pole and d-point ratio is at most 4/3. We
illustrate the situation in Table 1.

We have shown that the only type of sequence where each J-points of w cannot
be associated with at most 8/5 poles of w is of the type (3.14). Therefore, if the
number of §-points of w which are part of a (3.14) is at most S(r,w), we have the
inequality (3.13) by Lemma 3.1. O
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TABLE 1. The multiplicities l; and mj in (3.14). The values of w which are to be grouped
together are marked by “«”. The notation “t” means that only a third of the multiplicity
of the point is associated with the other points in the group.

lj,m; < 3k, ooli S+ 0K ooki —ad + 0 oo™ (3.14)
I <3kj, m; >3k ooli 5+ 05%  ooKix  —a0+0%x  oco™if| ratio < 8/5
lj > %kj, m; < %kj oolJ']L 5+ 0Fix ookix —o6 + 0Kix oo™ ratio < 8/5
lj,m; > 3k; oot 64 0Kix  ooKix  —0d+0Nix  oo™if| ratio < 4/3

We now return back to the proof of Theorem 1.1. By manipulating equation
(3.12), we obtain

(1 -2°) (W~ w) =@ + @® — 0 (g + a;w)

2w(ao + mw)  (ao + aw 2 (3.15)
1—w? T\ — w2 '

—(w+0w)l

If inequality (3.13) holds the meromorphic solution w of (3.12) is of infinite order
by Theorem 2.5. On the other hand, if (3.14) is true for more than S(r,w) points
zj, we have by (3.15)

O'al(Zj + ].) - 2(11(Zj) + O'al(Zj - ].) -0 [ao(Zj + 1) - Jao(Zj - 1)] = 0, (316)

where § = £1. Also, if the multiplicity of the pole of w at z; is k;, then (3.16) holds
with the multiplicity at least 1k;. Hence also (3.16) holds at more than S(r,w)
points. Since T'(r,a;) = S(r,w) for j = 0,1 by assumption, it follows that (3.16)
holds for all z, so that

cay(z+1) —2a1(z) + oa1(z — 1) = d[ag(z + 1) — ogag(z — 1)] = 0. (3.17)

Equation (3.12) with o0 = —1

Denote by n s, (r,w) the counting function for those poles of w which are one
of the three middle iterates of a sequence of the type (3.14), and by n;,s(r, w) the
counting function for the rest of the poles of w. From the proof of Lemma 3.2 it
can be seen that

;) Ning(r+ 1,w) + S’ (r, w)

for any € > 0, and so by integrating, we obtain

_ 8
Ning(r, W+ ow) < (5 +

8
Ning(r,w + ow) < (5 + 5) Ning(r+1,w) + S(r,w). (3.18)
Assuming that o = —1, sequence (3.14) becomes
(00l 6 4 0%, ocki | § 4 0% o™i (3.19)

where [;,m; < %k’j. Suppose that there are more than S(r, w) §-points of w which
are not part of a sequence (3.19). Then by (3.18) there is a constant ¢ > 0 and a
set F' with infinite logarithmic measure such that
Nmf (T’ + 1, ’U))
T(r,w)
for all r € F. By Theorem 2.3, the Valiron-Mohon’ko identity (2.2), and inequalities

>c (3.20)
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(3.18) and (3.20), we have
2T (r,w) = T(r,w — w) + S(r,w)
=m(r,w —w)+ N(r,w —w) + S(r,w)

8
< 2Ngip(r+ 1, w) + (5 —l—a) Nipg(r+1,w)+ S(r+1,w)

2
<2N(r+1,w) — (5—5> Nipg(r+1,w)+ S(r+1,w)

§2T(r+1,w)—c(§—5> T(r,w)+ S(r+1,w)

for all r € F'. Hence,

2
T(r,w) < (2—1—0(?)—5) +5> T(r+1,w)

holds in a set with infinite logarithmic measure. Therefore w is of infinite order by
Lemma 2.1. So if w is of finite order then the number of d-points which are not part
of (3.19) is at most S(r, w).

Since ag # +a; due to the irreducibility of the right side of (3.12), Theorem 2.4
yields

N(nw11>:T&wﬁ+Sﬁ+Lw) (3.21)

and
1
N <71, ’u]—"—l) = T(T, 'LU) + S(T + 1, w) (322)

If N(r, =15) = S(r,w) it follows by (3.21) or (3.22) that T'(r,w) = S(r + 1,w). In
this case w is of infinite order by Lemma 2.1. Therefore w has more than S(r, w)
0-points for both choices of 6 = £1. Since all except possibly at most S(r,w) §-
points of w are in a sequence of the type (3.19) we conclude that (3.19) holds for
more than S(r,w) points for 6 = 1 and 6 = —1. Thus also equation (3.17) holds
with both choices of § = £1. Hence,

a1(z+1)+2a1(2) +a1(z—=1)=0
and
ap(z+1) +ap(z—1)=0.
By solving these equations we obtain a;(z) = (Az + p)(—1)* and ag(z) = vi® +

v(—%)* where A\, u, v,y € S(w) are arbitrary finite order periodic functions with
period one. Therefore, (3.12) becomes

Az + p)(=1)*w + vi* +7(=0)*

w—w = 5

T (3.23)

By the transformation w — i*w equation (3.23) takes the form (1.7).

Equation (3.12) with o =1

We will now look at the case ¢ = 1. If (3.14) holds for both choices of § = +1
for more than S(r,w) points, then so does (3.17). In this case (3.17) can be solved
to obtain a;(z) = mz + k1 and ag(z) = me, where 7, and ky are arbitrary small
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periodic functions of finite order with period k. Therefore equation (3.12) reduces
to the difference Painlevé II equation (1.8). In Section 3.2 we will show that the
case where (3.14) holds for only one choice of +1, with the possible exception of
S(r,w) points, leads to a difference Riccati equation.

Equation (3.3) with ca # 0

Let us now return back to relation (3.9). If co # 0 then by (3.8) and (3.9), we
have

ea(2)t = 2(p(= + 1)% + p(= — 1)?)ea(2)? + (p(z + 1) = p(z — 1)) =0,
which can be solved for ¢y to obtain
ca(z) = op(z+ 1) + oop(z — 1), (3.24)

where 032- =1 and p(z) is meromorphic on a suitable Riemann surface (recall from
(3.3) that p = y/a?/4 — b where a and b are small meromorphic functions.) Since ¢z

is meromorphic by assumption, the right side of (3.24) cannot have any branching,

although p can. We conclude that equation (3.3) takes the form

(1P + 0219)702 +caw+co
w2 — p2

wWHw= , (3.25)
where UJZ = 1 for j = 1,2. This equation will also lead to a difference Riccati
equation, and it will be dealt with in Section 3.2.

3.2. Difference Riccati Equation

In the previous section we considered equation (1.1) in the case when the de-
nominator of R(z,w) has two distinct roots. In this section we finish this case by
showing that in all remaining subcases which were not dealt with in Section 3.1 the
meromorphic solution w of (3.3) satisfies a difference Riccati equation.

Equation (3.12)

In Section 3.1 we have shown that if w has more than S(r, w) singularities of the
two types (00%, 140K, 0oki, —14 0%, 0co™i) and (ook, —1 4 0%, coki, 140K, co™),
the equation (3.12) reduces into the difference Painlevé II equation (1.8). If there
are only S(r,w) singularities of the types (3.14) altogether, then w is of infinite
order by Lemma 3.2. For equation (3.12), the only remaining case to be considered
is the one where w has more than S(r, w) singularities of only one type, say (oo%, 1+
0k ook —1 4 0% 0o™i); and at most S(r,w) of the other type. (The reasoning in
the case where there are more than S(r, w) singularities of the other type is almost
identical to the following one, and will not be repeated.) By making a substitution

U=(w-=-1)(w+1), (3.26)
we have
U+U+a)w=U-U — ap. (3.27)

Note that for the three middle points in the sequence (ooli, 1+ 0%, 00k, —1 4+
0k, 0o™i) the function U is finite and non-zero. The possible poles and zeros of
U arise from the S(r,w) singularities of the other type (oo%, —1 4 0%, ocoki 1 +
0%, co™i), and from singularities in certain other type of sequences.
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If U+ U+ a; =0, then also U — U — ag = 0. Therefore,
1
U= —§(a0 + al), (328)

and so U is a small function with respect to w. Hence, it follows from (3.26) and
(3.28) that w satisfies the difference Riccati equation (1.2) with p = —1 and ¢ =
(2 — ap — a1)/2. Note that the coefficients satisfy
a1(z+1) —a1(z) = ag(z+ 1) + ag(2).
Suppose on the contrary that U + U + a; # 0, and assume first that
Ning(r,w) = o(T(r,w)) (3.29)

in a set E of r-values with infinite logarithmic measure (recall the definitions of
Nins(r,w) and Ny, (r, w) from Section 3.1.) By substituting (3.27) into (3.26), we
have

U? <g + % + % + 1> +U? (al(z + 1)% + al(z)% +ai(z+1) +ai(z) + 4)

+U (a1(2)a1(z + 1) + 2a1(z + 1) — 2ap(z + 1) + 2a1(2) + 2a0(2))
+(ao(2) + a1(2)) (a1 (z + 1) —ao(z + 1)) =0
which we denote by
Az(2)UP + As(2)U? + A1(2)U + Ag =0 (3.30)

for brevity. By the construction of U and relation (3.29), we obtain
1
N(r,Aj) =0 <N (r+ 1, U) + N(r+ 1,U)> +S(r+1,w)

= O (Nins(r+2,w))+ S(r+1,w)
=o(T(r+2,w))

in a set with infinite logarithmic measure for all j = 0,...,3. Also, given pu < 1,
Theorem 2.2 and equation (3.26) imply that

m(r, 4;) :(T<+1U>

rH

(3.31)

) +S(r+1,w)

) +S(r+1,w) (3.32)

=S(r+2,w)
for all j =0,...,3. By combining equations (3.27) and (3.30)—(3.32), we have
T(r,w) <5T(r+1,U) + S(r,w)
3
=0 Y T(r+1,4)) | +S(rw) (3.33)

=o(T(r +2,w))

in a set with infinite logarithmic measure unless all A;(z), j = 0,...,3, vanish
identically. If (3.33) holds we obtain

T(r,w) < eT(r +3,w),

where 0 < ¢ < 1 and r is in a set with infinite logarithmic measure. Therefore w
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is of infinite order by Lemma 2.1. In the case where all coefficients of (3.30) vanish
identically we have

Ao(2) = (ao(2) + a1(2)) (a1(z + 1) —ao(z + 1)) =0,

which implies that ag = £a; contradicting the irreducibility of (3.12).
Now assume that U + U + a1 # 0, and that (3.29) holds only for a set of finite
logarithmic measure. In this case

Nips(r,w) > cT'(r,w) (3.34)

outside of a set with finite logarithmic measure and for an absolute constant ¢ > 0.
Combining (3.12), (3.18) and (3.34) with Theorem 2.3, we obtain
2T (r,w) = T(r,w + w) + S(r,w)
=m(r,w+w) + N(r,w+ w) + S(r,w)

r+1,w)
ri

T
< kI +2N(r+1,w)

(3.35)

- <§ - €> Ning(r + 1,w) + S(r, w)

K 2
< (r“ +2-c <5 5)) T(r+1,w)+ S(r,w),

where ¢ > 0, K > 0, p < 1 and ¢ > 0. Hence there exists an absolute constant
¢’ > 0 such that

T(r,w) < (1—&T'(r+1,w)
outside of a set with finite logarithmic measure. Thus w is of infinite order by
Lemma 2.1.
FEquation (3.25) with o109 = —1

We conclude this part of the proof by looking at the equation (3.25). First, assume
that w is a solution of

o(p —]7))102 + cw + ¢

w+w =

w? 2 , (3.36)
where 0 = £1 and o(p — p) # 0. We redefine the counting function Ny, (r,w) to
count the singularities of a meromorphic solution of equation (3.36) appearing as
part of a sequence

(oolj ,0p + 0%, 0ok, +6p + 0%, oo™, (3.37)

where § = £1, and [; and m; are strictly less than 3k;. Ny, z(r,w) is the counting
function for the rest of the singularities.

Similarly as for (3.21) and (3.22), we obtain by Theorem 2.4 that a finite-order
meromorphic solution w of (3.36) has more than S(r, w) p and —p points. Therefore,
by Lemma 3.1 we may choose more than S(r,w) points z; for an arbitrarily small
€ > 0 such that w(z — 1) = —op(z — 1) + O((z — z;)*) for all z € D(z;,7;) and w
has a pole of order at least (1 — €)k; at either z; or z; — 2. Say, w(z;) = co. Then
w(z+1) = op(z+1) + O((z — z;)(1=<)%) again by using Lemma 3.1. On the other
hand if w(z — 1) = op(z — 1) + O((2 — 2;)%) and w(z;) = oo with the multiplicity
at least (1 — €)k;, then w(z + 1) = a(p(z + 1) — 2p(z — 1)) + O((z — ;)1 =ks).
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Therefore there can be only S(r,w) points z; such that
w(z—1)=0op(z—1)+0 ((z — zj)kj) ,
w(z) =Bz —2) " +0((z—2)""™™), B#0, (3.38)
w(z+1) =+op(z+1)+ 0 ((z — zj)kf) ,
since otherwise o(p(z + 1) — 2p(z — 1)) = +op(z + 1) + O((z — z;)(1=ks) in
neighborhoods of more than S(r,w) points, and p would either be identically zero

or a periodic function with period two. In either case o(p — p) would vanish which
is a contradiction. Similarly there can be only S(r,w) points such that

w(z—1) = —ap(z = 1)+ 0 (2 — %)),

w(z) = B(z —z;)” J—|—O((z—z)1k), 8 #0, (3.39)
w(z+1)=—op(z+1)+ 0 ((z — 2;)").

Therefore, if w has more than S(r, w) singularities in sequences of the type (3.37),
then there are more than S(r,w) sequences of the type

(00, —op 4 0% 0cki ap + 081 00™), (3.40)

and only S(r,w) of the types (3.38) and (3.39).
Since all except possibly S(r,w) sequences of the type (3.37) are in fact of the
form (3.40) we make a change of variable

U= (w+ op)(w— op) (3.41)
which takes equation (3.36) to the form
(U+U—ci)w=0p(U—U)+co+0a(p—p)p° (3.42)
If the left and the right side of (3.42) both vanish, we obtain
1 oCo _
U=_ -——-(- 3.43
5 (-7 - o). (3.43)

and so (3.41) is a difference Riccati equation (1.2). If not, then by combining (3.41)
and (3.42), we have

B3(2)U? + By (2)U? 4+ By1(2)U + By(z) =
where

(2) = (c(@—p)p* + co —opcr) (o(p — p)P* + @ + 0bT1)
B(z) 20p (o(p — p)p* + co —oper) — 205 (o(b — p)P° + o + 0B 1)

U U
By(z) =4pp — 1 (1—|—U) — 01 (1+U),

U UU U
Bs(z) = U+U;+U+1

If Ning(r,w) = S(r,w) then, by a similar reasoning as for the equation (3.12),
either w is of infinite order, or all coefficients B;(z) must vanish identically. In
particular, since By(z) = By(z) = 0, we have

o(P—p)p° +co—oper =0
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and
o(p—p)p® +co +oper = 0.
But this means that there is a drop of two in the degree of the right side of (3.36),

which contradicts the irreducibility of the equation. We therefore conclude that w
satisfies the Riccati equation
— opw + pp + U7
w + op
where U is as in (3.43). Conversely, any meromorphic solution of
opw + ¢
w + op

w =

is also a solution of
o(p—p)w® + (c+c—p[P+p))w+aplc— )

w+w = w2

(3.44)

Note that when p is a non-zero periodic function, equation (3.44) reduces into (3.12).
If Nips(r,w) # S(r,w) then w is of infinite order by a similar calculation to that

of (3.35).

Equation (3.25) with o102 =1

Suppose now that w is a solution of

o(p+pw? + cqw+co
2_ 2 ‘
The functions +op (which may have square root type branching) cannot satisfy

o(p+ p)p* £ oc1p + ¢o = 0, since otherwise the right side of (3.45) would not be
irreducible. Therefore, by Theorem 2.4 we have

m (r ! > — S(r+1,w) (3.46)

"w+op

w4 w = (3.45)

w

for both choices of +op. Hence w has more than S(r,w) op points and —op points
(in other words w £ op has more than S(r,w) zeros for both choices of the sign),
since otherwise by (3.46) we would have T'(r,w) = S(r + 1, w) which implies that
w is of infinite order by Lemma 2.1.

Assuming that w(z;) = —op(z;), either w(z; +1) = 0o or w(z; — 1) = oo, and
we have by Lemma 3.1, provided that w(z; + 2) # fop(z; + 2),

w(z) = —op(2) + 0 ((z — 2)™)

w(z +1) = A1z = 2) "0 4 0 (2 = 2)! 707
w(z +2) = 20p(z) + op(z +2) + O ((z - zj)ﬂ—@)kf) (3.47)
w(z +3) = Balz — 2) "0 4 O (2 - z)! 707D
w(z +4) = —20p(2) + op(z +4) + O ((z - zj)<1*f4>’w) ,

where 8103 # 0 and €4 > €3 > €3 > €1 > 0 are arbitrarily small constants such that
by construction (1 — ¢;)k; € N for all ¢ = 1,...,4. If there are more than S(r,w)
points counting multiplicities such that w(z; +2) = top(z; + 2), then either p =0
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or p satisfies the equation p(z +2) = —p(z). But in both cases p+ p = 0, which is a
contradiction. Therefore, with the possible exception of S(r,w) points, for each k;
points z; such that w(z;) = —op(z;) there are at least (1 — €)k; poles of w which
may be uniquely associated to the point w(z;) = —op(z;). Similarly, assuming that
w(z;) = op(z;j), we obtain

1M@=0M@+0(@—%V0

)*Jp(z+2)+0((zfz)(1 ez)k)
w(z +3) = B3z — 2) 707 j+o(<z_2j>1*“*ﬁ3)“)
)=

If there are more than S(r,w) points such that w(z; + 2) = —op(z; + 2), then
P+ p = 0 which is a contradiction. Hence, excluding at most S(r,w) points, for
each k; points z; such that w(z;) = op(z;) there are at least (1/2 — €)k; poles of w
which may be uniquely associated to the point w(z;) = op(z;). We conclude that

Nr+1,w) > (1) (N <r, ! ) 4 %N <rw_10_p)> +S(rw)  (3.48)

w + op

for any e > 0. Since by (3.46)
1
N (r, s ap) =T(r,w)+S(r+1,w)

for both choices of +op, (3.48) yields

3 1 1 1
=T =N -N —_— S 1
5 (r,w) <T’w+ap) +3 (T’w—ap) +S(r+1,w)

1
gi——T@+1WQ+S@+Lwy
— €

Hence
2
T(r,w) < (3 + e’) T(r+1,w)

for any ¢ > 0 and for all r outside of a set of finite logarithmic measure. Thus w is
of infinite order by Lemma 2.1.

3.3. The Difference Painlevé I Equation
In subsections 3.1 and 3.2 we dealt with the case where the denominator of
R(z,w) in (1.1) has two distinct roots. All remaining cases are of the form
qu2 + uiw + ug
(w+a)
where the coefficients of the right side are small meromorphic functions, and g €
{0,1,2}. The transformation w — w — a takes (3.49) into the form

WA+ w = , (3.49)

2
asw” + aqw + a
W= Y tawtdo (3.50)
w9
where the coefficients a; are meromorphic and small with respect to w. In [2]
and [22] it was proven that if the coefficients a; are rational functions, then all
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meromorphic solutions of (3.50) where ¢ = 0 are of infinite order, provided that
as Z 0. On the other hand if ¢ = 0 and as = 0 equation (3.50) is the linear equation
(1.10). In the remainder of this paper we consider the three cases ¢ € {0,1,2}
separately.

FEquation (3.50) with ¢ =0

Suppose that az #Z 0 and ¢ = 0 in equation (3.50). Assume first that N(r,w) =
S(r,w). Since by Theorem 2.3 we have m(r,w) = S(r + 1, w) it follows that

T(r,w) <eT(r+1,w)

with any € > 0 in a set with infinite logarithmic measure. Therefore w is of infinite
order in this case by Lemma 2.1.

Now assume that w has more than S(r, w) poles. By Lemma 3.1 there are more
than S(r,w) points z; such that the multiplicity of w(z;) = oo is greater than K
times the multiplicity of az(z;) = 0 for any K > 1. Suppose that w has such a
pole at z;, say of multiplicity k;. Then either w(z; + 1) = oo or w(z; — 1) = oo,
at least with the multiplicity (2 — 1/K)k;. Without loss of generality we assume
that w(z; + 1) = 002 1/K)k; Then either w(z; + 2) = oo with the multiplicity at
least (4 — 3/K)k;, or as has a zero with multiplicity greater than k;/K at z; + 1.
In the former case w(z; + 3) = co®7/®)X (at least), which implies that either
w(z; +4) = 00(16-18/K)K; (at Jeast), or there is a zero of ay at zj + 2 with the
multiplicity greater than k;/K. And so on. Not all sequences of iterates of this
type can have a zero of as with the multiplicity greater than k;/K in them, since
otherwise as would have more than S(r,w) zeros (counting multiplicities) which
implies as = 0 contradicting the assumption. Hence there is at least one infinite
sequence, say (zp +n), n € N, such that the multiplicities of as(z9 + n) = 0 are all
less than ko/K for all n € N, and so

1
>(1- =2
n(r,w) > < K)

for some g > 0 and for any K > 1. Therefore w is of infinite order.
We conclude that if w is of finite order then as = 0, and (3.50) with ¢ = 0 reduces
to the linear difference equation (1.10).

Equation (3.50) with ¢ = 2

This subcase is very similar to the derivation of the difference Painlevé II in the
beginning of Section 3.1, and so the details are kept to a minimum.

Similarly as in (3.5) we conclude that w has more than S(r,w) poles. Also,
Theorem 2.4 implies that all admissible finite-order solutions of (3.50) with ¢ = 2
also have more than S(r,w) zeros, provided that ag(z) #Z 0. On the other hand if
ap(z) = 0 the degree of the right side of (3.50) drops contradicting irreducibility of
the rational expression.

Choose a point z; such that w(z; — 1) = 0 with multiplicity k;. Then by (3.50)
and Lemma 3.1 w has a pole of multiplicity (1 — €)k;, with an arbitrarily small
€ > 0, at either z; or z; —2. We assume, without loss of generality, that w(z;) = oo.
If w(z; + 1) = 0 with multiplicity less than $k; for all but S(r,w) points z;, then
inequality (3.4) is satisfied with v = § 42¢/(1—¢). In this case Theorem 2.5 implies
that w is of infinite order. Hence there must be more than S(r,w) points z; such
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that w(z;) = oo with multiplicity k; and w(z; & 1) = 0 with multiplicities at least
%kj for both choices of the sign. For such points equation (3.50) shows that

w(z+1) + w(z — 1) = az(2) + O((2 — 2) %)

in a small neighborhood D(z;,7;) of z;. Since w(z; +1) = w(z; — 1) = 0, at least
with multiplicity %kj, and ag is small with respect to w, we have as(z) = 0 and so
(3.50) (with ¢ = 2) reduces into

o a1 w + ag

To reduce the equation further we need the following analogue of Lemma 3.2.

LEMMA 3.3. Let w be an admissible meromorphic solution of equation (3.51).
Then either,

n(r,w+w) < (196 + e> n(r+1,w) + S (r,w) (3.52)

for any € > 0, or there are more than S(r,w) points z; such that

w(zj —2) =004, w(z; —1)=0%  w(z;) = oo,

3.53
w(z; +1) = 0%, w(zj +2) = 00", ( )

where [; and my are strictly less than %kj.

The proof of Lemma 3.3 is almost identical to that of Lemma 3.2, and hence will
not be repeated. The essential difference between the proofs of these lemmas can
be seen by comparing Table 2 with Table 1.

TABLE 2. The multiplicity l; and m; in (3.53). The poles and zeros of w which are to be
grouped together are marked by “«”. The notation “t” means that only a third of the
multiplicity of the point is associated with the other points in the group.

lj,m; < 2k, ool 0k oo2ki 0k oo™ (3.53)
i <3kj,m; >3k ooli  0%x ook 0Nk oo™it]  ratio < 16/9
I > %k]-, m; < %k]’ oolit 0Kk co?Kix  OKix oo™ ratio < 16/9
lj,m; > %kj oot 0%k ook 0Nk co™it ratio < 8/5

Now, by manipulating equation (3.51), we obtain

EQ(ﬁ—g) =ap+ a W — gy — QW

2w(ap + ayw) (ao + a1w>2‘| ' (3.54)

+ (w+w) w2 w2

If inequality (3.52) holds the solution w of (3.51) is of infinite order by Theorem 2.5.
On the other hand, if (3.53) is true for more than S(r, w) points z;, we have by (3.54)

ap(z+1) —ap(z —1) =0. (3.55)
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Equation (3.54) may then be written as

= _ a1w + ag
— = ]_ _—_
w(w—w) =a; +a, ( Tu? )

2 1 2
+(w+w) (ap + a1 w) _1+alg+ao 1 aop + arw 7
= w2 ww? w w?

and so
a1(z+1) —2a1(2) +a1(z —1) = 0. (3.56)

By solving equations (3.55) and (3.56) we obtain a1 (2) = 712 + k1 and ag(z) = e,
where 7, and kj are arbitrary finite order periodic functions with period &, and
small compared to w. Therefore equation (3.51) reduces to the difference Painlevé I
equation (1.6).

3.4. The first-degree case, and related equations

So far we have considered equations of the form (1.1) where the degree of R as a
function of w has been exactly two. We have shown that unless for each pole of w
there are at most two poles of the left side of the equation, the solution is of infinite
order. By a singularity analysis of solutions, the only equations of the form (1.1)
satisfying this condition are (1.6), (1.7), (1.8) and (1.2).

In this section we will look at the case deg,, R(z,w) = 1, and some equations
with deg,, R(z,w) = 2 which behave similarly in the sense of Nevanlinna theory.
Now the solution may be of finite order if for each pole of w there is at most one
nearby pole of the left side, instead of two. This means that we will have to be more
careful in the singularity analysis to get to the difference Painlevé equations.

Equation (3.50) with ¢ =1
We write (3.50) with ¢ =1 in the form

W+ w— agw = —. (3.57)
There can be at most S(r,w) points z; such that
w(zj) = a1(z0)w(z;) + aop(z;) =0 (3.58)

since otherwise the right side of (3.57) (and so also of (3.50)) would be reducible.
Like before, we include all such points in the error term S(r, w), as well as all points
where a coefficient of (3.50) has a high multiplicity zero in the sense of Lemma 3.1.
Also, all finite order solutions of (3.57) have more than S(r,w) poles and zeros.
This can be seen by using Lemma 2.1 together with Theorems 2.3 and 2.4.
Choose a point z; such that w(z; — 1) = 0 with multiplicity k;. Then by
Lemma 3.1 and (3.57) w has a pole of order at least (1 — €)k; at either z; or
zj — 2 for an arbitrarily small constant € > 0. We assume, without loss of generality,
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that w(z;) = co. Then
wiz—=1)=alz=2)" +0((z—2)"), a#0
w(z) = Bz = 2) "1 £ 0 ((2 = )TN g0
)
)=

—_

w(z + 1) = az(2)B(z = )"0 4 0 (2= 2)1 07

w(z +2) = Blaz(z + Daz(2) = 1)(z = 2) "7 40 ((z = 2)! -0k
(3.59)

for all z € D(Zj,’]’j), where €3 > €5 > ¢ > 0 are arbitrarily small constants
satisfying, by construction, (1 —€;)k; € N for i = 1,2, 3.

Since w has more than S(r,w) zeros, it also has more than S(r,w) iteration
sequences of the type (3.59). Assume that within these sequences only S(r, w) points
zj satisfy

az(zj) =0 (3.60)
CLQ(Z]' + 1)&2(Zj) =1. (361)

If w(z;+3) = 0 with the multiplicity less or equal to k; we may associate the zero at
z; + 3 with the other iterates in (3.59) and so for these iterates the inequality (2.11)
holds with v = 2/3 +¢€, € > 0. If the multiplicity of w(z; +3) = 0 is strictly greater
than k; then the inequality (2.11) holds for the iterates in (3.59) with @ = 1/3 + ¢,
and z; + 3 is a starting point for another sequence of the type (3.59). Therefore we
have (2.11) with o = 2/3 4 € and so w is of infinite order by Theorem 2.5.

Thus either (3.60) or (3.61) holds at more than S(r,w) points z; and since as is
of finite order we have as = 0 or as = +1. We consider the equations

@ = AN (3.62)

and

THwtow=—""12 =41, (3.63)

separately.

Equation (3.62)

Equation (3.62) with a; = 0 is just (1.9), and so assume from now on that a; # 0.

We will show that each pole of W + w in (3.62) (i.e. the zero of w) may be
grouped together with a finite number of nearby poles of w in such a manner that
the number of poles of W + w divided by the number of poles of w (both counting
multiplicities) is less than 4/5 + €, unless (3.62) is the equation (1.5).

By equation (3.62), Theorem 2.3 and Lemma 3.1 there are more than S(r,w)
points z; such that w has a pole of order at least k; at z; + 1 or z; — 1 whenever
w has a zero of multiplicity (1 + €)k; € N at z;, where € > 0 is an arbitrarily small
constant, and there are only S(r,w) other points where w has a pole.

We begin by considering the case in which both w(z; + 1) and w(z; — 1) are
poles of the same order k;. Denote 6 = 1. Since w is meromorphic there is a disc
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D(zj, ) centered at z; with a suitably small radius 7; such that
w(z) = a(z—z) 19k 10 ((z — zj)(lJrE)kﬁl)
w(z+08) =B (2 —2) " +0((z—2))

for all z € D(z;, ;) where o and 341 are non-zero. By iteration of equation (3.62),
we obtain

w(z+20) =a1(z+06)+ 0O <(z - zj)(l_el)kf)

w(z+38) =—Bs5(z—2) " +0 ((z— zj)l_kf)

w(z+46) =a1(z24+30) —a1(z+ )+ O ((z _ Zj)(l—ez)kj) (3.65)
ao(z +40)

a1(z +30) —ai(z+6) + O ((z — z9)(172)ks)

+0 ((z — zo)lfkj)

for all z € D(z;,7;), where €5 > €; > 0 are arbitrarily small constants. Some of this
information is summarised in the second row of Table 3.

Since a; has at most S(r,w) poles we may include all cases where aq(z) has a
pole with multiplicity greater than ek; at z; + 36 or at z; + ¢ into the error term of
(2.10). Otherwise w(z; + 46) is finite or has a pole with multiplicity at most ek;.
If w(z; + 40) is non-zero, or a zero with the multiplicity I; < k;, then w(z; + 50)
has a pole of order k;. If w(z; + 46) has a zero with the multiplicity M, > k; then
w(z;+5d) has a pole of order M;. If w(z; +49) has a zero of order k; then w(z; +56)
is either regular at z = z; or it has a pole of order at most k;. This information is
summarised in Table 3.

(3.64)

w(z +50) = Bs(z — ;)7 +

TABLE 3. Iteration of equation (3.62). Here L; and M; are used to denote any integer
greater than kj;, while l; and m; are integers less than k;. The symbol “—” denotes either
a pole of order strictly less than k; or a regular point (i.e. a finite value, including zero.)

The quantity nd on the first row is a short notation for w(z; + nd), and f denotes a
finite non-zero value or a pole or zero of a1, not necessarily the same one each time the
symbol is repeated.

—56| —48] —35| —20] 4 | 0 | 5 | 20 35| 45| 56
coki| 0K ooki ! ookix [ 0OFIK L[ ook fl oM oM ook
coki| 0K ooki f ooki 0T FIK; ] ook 1 ook 0%i -
ki 0N oo f oo 0TFE | ook 1 oM oM ooMi
Oij ij Oij f Ook-i 0(1+e)kj* Ook-i f Oij f oKi
- 0K+  oofix|  f ooKi 0FIK [ ook | ooMix|  okix —
- 0% % 0oKi I ooKi 0(1Fak;, ooKi b 00Ki f 00Ki
coMi| oM ook f ooki 0TFIK; | ook 1 ook 0%i -
ool ol ook f ook 0FK | ook 1 oM oM ooMi
coMi| oM ook f ooKi 00FIK | ook fl ook 7 ooKi
ook f ooKi f ooKi 00FIK | ook fl ook I3 ooKi
ook ol ooKi f ooKi 00FIK | ook fl ook f ooKi
ook 0l ook f ook 0TFIK | ook fl oM oM ook
ook 0l ook f ook 0FK | ook 1 oM oM oM
ook 0l ook f ook 0FK | ook AT -
ook ob ook I oK 0TFOK 4| oK I ook 0™ ook
ooMi I ooMi x 0(TFek; ooMi x b ooMi
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In the last row of Table 3 we have included part of the iteration sequence in the
case where w(z; — 0) has a pole of order greater than k;. In each row of Table 3 we
have indicated with “x” the zeros and poles of w that are to be grouped together.
Note that in each grouping, the number of zeros divided by the number of poles is
less than 3/4 + € (counting multiplicities) for any ¢ > 0.

We still need to examine the case in which w has a zero of order (1 + €)k; at
z; but does not have a pole of order k; or higher at z; — § (it could have a zero,
another finite value, or a pole of order less than k;.) In this case

w(z) = alz = )M 4 0 (2= 2) M) ko
w(z+6) = ao(iZ) (2 — 2z;) "9k 4 O ((Z _ Zj)l*(lJre)kj) (3.66)

=B(z=2)"" +0((z %))
and iteration of equation (3.62) yields

U)(Z+ 2(5) — CL1(Z+(5) + (GO(Z +23(;)GO(Z))Q (Z _ Zj)(1+e)kj +0 ((Z _ Zj)(1+e)kj+1)

w(z + 36) = _GOT(Z) (z — Zj)f(lJrE)kj +0 ((z — Zj)lf(lJre)kj)

w(z +49) = a1(z + 36) — a1(z + 0)
B Oé(ao(z +30) + ag(z+9) — ap(2))

(z — 2z;) 1+ L O ((z — Zj)(1+é)kj+1)

ap(2)
’w(z I 5(5) _ O,OO(&Z) (Z _ Zj)—(l-i-e)kj +0 ((Z _ Zj)l—(l-‘re)kj)
+ a0(2+4(5)
ar(z 4 36) — ax (2 4+ 6) — aao(z +30) + ao((z)—k ) — ao(z) (2 — 2;) 1Ok 4 ..
apl\z

(3.67)

for all z in a suitably small neighborhood of z;.

Note that w(z; + 49) is finite unless a1(z) has a pole at z; + 36 or at z; + ¢ in
which case w has a pole of order at most ek; at z; + 44. If w(z; + 49) is non-zero,
or a zero with the multiplicity [; < k;, then w(z; + 5J) has a pole of order k;. If
w(z; +49) has a zero with the multiplicity M; > k; then w(z; 4+ 59) has a pole of
order M;. If w(z; 4+ 40) has a zero of order k; then w(z; + 50) has a pole of order
k; unless

ay (Zj + 3(5) = G,1(Zj + (5) (368)

with the multiplicity at least k;, and w(z; + 5J) has a pole of order at least %k‘j
unless

ao(Zj) - @O(Zj + (5) — ao(Zj + 35) + ao(Zj + 4(5) =0 (369)

with the multiplicity at least $k;. Assuming that equations (3.68) and (3.69) do
not both hold then we can construct the grouping of the zeros of w described in
Table 4.

The only case in Tables 3 and 4 where there may be some overlap when a pole
of w is associated to a zero of w is with the rows () and (f) in Table 4. Combining
them together we obtain

70(1"'61)15*‘0011 ‘f‘oolj*‘()ki*‘ookj ‘f‘ooki*‘(](l"'e?)ki*‘—
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TABLE 4. The rest of the iteration of equation (3.62). Here l; is such that kj > 1; > %kj,
and otherwise the notation is as in Table 3.

=4 0 | 5§ | 24 36 | 45 | 56 | Notes:
— 0(1+€)kj* ookj* f ookj* f OOkJ
— 1 00Ok okik]  F] ook oMi | oMy ()
— 0FIRL ookix|  f| oofix|  0™ix| ocokix Compare with the
last row of Table 3
_ 01FIk [ ookix f 0ok x 0% % oolix (1)
0(A+o)k; ocoki f 0oKi 0Ki ooki Apply rules from Table 3
to the zero of w(z; + 46)

where [; > %kj, and so the number of zeros divided by the number of poles is less
or equal to 4/5 + € for any € > 0.

If equations (3.68) and (3.69) hold for more than S(r,w) points z; then ag(z) =
m1z+m3 and a1 (z) = m where 7, € S(w) are arbitrary periodic functions with pe-
riod k, of finite order. Therefore (3.62) reduces to the difference Painlevé I equation
(1.5). If on the contrary either of equations (3.68) and (3.69) hold for only S(r, w)
points z;, we have been able to associate more than S(r, w) zeros of w at z; (which
are poles of W + w) with an appropriate number of zeros and poles of “nearby”
iterates w(z; + nd) such that within each grouping the number of zeros divided by
the number of poles is less than 4/5 + ¢, and there are at most S(r, w) exceptional
zeros which cannot be grouped in this way. Therefore in this case

4
n(r,w+w) < (5 + 6) n(r+1,w)+ S (r,w), (3.70)
where € > 0 is arbitrary, and so by Theorem 2.5 w is of infinite order.

Equation (3.63)

We will now complete the proof of Theorem 1.1 by looking at the equation (3.63).
This final subcase is very similar to the derivation of (1.5) in the previous section.
We try to avoid any unnecessary repetition.

As before, W + w has more than S(r, w) poles. If both w(z; + 1) and w(z; — 1)
are poles of order k;, then, as in (3.64) and (3.65), we have

w(z> _ a(z _ Zj)(1+e)kj +0 ((Z _ Zj)(1+€)kj+1>

kj—1
w(z +0) = Z Bis (z — zj)i +0 ((z — zj)kf)
i=——k,
ky—1
w(z + 20) = —0o Z Bis(z—z) +ar(z+68)+ O ((z — zj)kj)
i=—k;
kj—1
w(z +30) = (02 — 1) Z Bis (z—2) +a1(z +28) —oar(z+6) + O ((2 — z;))
i=—k;
=ai(z+2) —oai(z+ 1)+ O ((z — 2;)")

ap(z + 36)
a1(z+20) —ca(z+8) +---

w(z+46) = +0P_k,s(z — 2) " + +0 ((z—2)'7H)
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for all z in a small enough neighborhood of z;, where o and 3_g, s are non-zero.
The information obtained from the iteration above is summarised in Table 5, which
is analogous to Table 3.

TABLE 5. Iteration of equation (3.63). For the explanation of the notation see the caption

of Table 3.

—45|  -35]  -25| -6 | 0 5| 2| 35| 45
ook 0k ook ookix|  0OFIK L[ ok ooKi 0ki ooKi
ook 0k ook ooKi 0@FIk | ook ooki 0K « —
ook 0k ook ooki 0@FIK | oK ooKi oM oM
ook | 0K ook | ook 00+, ook ook f ook

— 0Kix| ook ooKi 0@FIk | ook ooki 0K « —

- 0k x ookix ooki 0 +kj ooki ooki b ooki
coMi| oM ook ooKi 0@FIK | ook ooKi 0K « —
ool ol ooki ooKi 0FIks [ ok ook | oM oM
oM oM ook ook 0TFOK L ook ook I ook
ook 7 ook ook 0TFOK L ook ook I ook
ook ol ook ookix| 0TI [ ookix| ook f 0ok
ook ol ook ookix| 00T, ookix| ook 0k 0ok
ook ol ook ooFix| 00T ookix|  ocoMi | OMi| oM
ook ol ook 0ok 0TFIkj[ ook oofik|  0Kix —
ook ol ook 0ok 0TFIki[ ook SR

ooM; coMi 0(TFo)k;j oM ooM;

In the case where w has a zero of order (1 + €)k; at z; but does not have a pole
of order k; or higher at z; — ¢, we use the fact that (3.63) may be written in the
form

ap(z) oag(z —0)

w(z+0) = ow(z = 20) +ai(=) —oa(z =) + 55— S

to obtain the following iteration sequence, analogous to (3.66) and (3.67):

w(z) = afz - 2)059% 10 ((z = 2)RH) | a0

w(z+6) _ aOO(éZ) (Z _ Zj)*(l“rﬁ)kj +0 ((Z _ Zj)lf(lJre)kj)

w(z 4 26) = _an(Z) (2= 2,)" (9% L0 ((z _ Zj)17(1+e)kj)
w(z +39) = a1(z +26) — oas(z + 9)
o <a _oag(z+9) ao(z+25)> (z — 2;)0+ 4 O ((z _ Zj)(1+e)kj+1)

ap(2) oao(z)

w(z +48) = O'CI,(;(Z) (z—2;)"1F9% 10 ((z — zj)l_(1+€)k-7')
N ao(z + 30)
@1(2 +26) — oas(e +8) + o (o — T - SEED) (s - )04+

Therefore, similarly as in Table 4, assuming that

ai(zj +20) = oai(zj +0) (3.71)
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and
aop(z;) — ao(zj +9) — ao(z; + 20) + ap(z; +30) =0 (3.72)

do not both hold we can construct the grouping of the zeros of w described in
Table 6.

TABLE 6. The rest of the iteration of equation (3.63). Here l; is such that k; > l; > 2k;,
and otherwise the notation is as in Table 3.

=4 0 | 5 | 26| 36 | 45 | Notes:

— 0@ +k; ooKi x ooKix f ooKi

— | 0OFIKG[ kx| ooMix oM ooMi (1)

_ o(@+okj, ook x ooKi 0™ % ooki % Compare with the

last row of Table 5

- 0 Fkj ookix ooki 0% x ool (1)

— o(TFk; ooKi ooKi 0ki ooKi Apply rules from Table 5
to the zero of w(z; + 36)

The only possible overlap in Tables 5 and 6 is with the rows (1) and (1) in Table 6.
Combining them together we obtain

_‘0(1_’_61)1.1 *‘OOI‘] ‘OOIJ *‘ij *‘OOkJ ‘Ook" *‘0(1+62)k.l *‘_

where [; > %kj, and so, the number of zeros divided by the number of poles is less
or equal to 4/5 + € for any € > 0.

Now if equations (3.71) and (3.72) hold for more than S(r, w) points then ag(z) =
w12z + m for periodic functions 7, € S(w) with period k. Moreover, if o = 1 we
have that a1(z) is an arbitrary periodic function with period 1, and if o = —1 it
follows that a1 (z) = (—1)?k1 where &, is periodic with period 1. Therefore (3.63)
reduces to the difference Painlevé I equation (1.3) if ¢ = 1 and to equation (1.4)
if 0 = —1. If on the other hand either of equations (3.71) and (3.72) hold for only
S(r,w) points, then (3.70) holds and so by Theorem 2.5 w is of infinite order. This
completes the proof of Theorem 1.1. O

4. Discussion

We have shown that the existence of at least one admissible finite-order mero-
morphic solution w is sufficient to reduce a large class of difference equations into
one of the difference Painlevé equations or to a linear difference equation, provided
that w does not satisfy a difference Riccati equation.

The existence of finite-order meromorphic solutions of the equations (1.2) — (1.10)
is guaranteed in the autonomous case. In this case each of the difference Painlevé
equations (1.3) — (1.8) are solved by a two periodic function family of elliptic func-
tions, see, e.g., [5]. The autonomous form of (1.9) has finite-order meromorphic
solutions expressed in terms of certain periodic functions with period two. The dif-
ference Riccati and the linear difference equations have large classes of meromorphic
solutions also in the non-autonomous case, but so far the growth order of these so-
lutions is unknown when the coefficients of the equation depend on the independent
variable. In the autonomous case these solutions are also of finite order.

We have shown that methods related to the singularity confinement test can be
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used to estimate the relative frequency of points at which a solution of a difference
equation takes special values. In the class of examples considered here, if sufficiently
many singularities are not confined then the solution was shown to be of infinite
order. If most of the singularities are confined, then we arrive at an estimate which
is consistent with the solution being of finite order. This is not true for more general
classes of equations. The confinement of singularities in a non-rational meromorphic
solution of the equation of Hietarinta and Viallet [23] again leads to an estimate
for the order of the solution. However, in this case the estimate implies that the
order is infinite. For more details see [19].

We conclude that the existence of a finite-order meromorphic solution of a dif-
ference equation is a strong indicator of integrability. Indeed, it is enough to single
out all known integrable equations out of a large class of difference equations, al-
though the question of existence of finite-order meromorphic solutions still needs
to addressed in the non-autonomous case.
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