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DISCRETE LOGARITHMS IN FREE GROUPS

YIANNIS N. PETRIDIS AND MORTEN S. RISAGER

(Communicated by Wen-Ching Winnie Li)

Abstract. For the free group on n generators we prove that the discrete log-
arithm is distributed according to the standard Gaussian when the logarithm
is renormalized appropriately.

1. Introduction

Let Γ = F (A1, . . . , An), n ≥ 2, be the free group on n generators. We define
additive homomorphisms on the generators

(1.1)
logj : Γ → Z

Ai �→ δij .

Hence logj counts the number of occurrences (with signs) of the generator Aj . We
want to study the distribution of this discrete logarithm as the word length grows
to infinity. Our main result is that, after a suitable re-normalization and restriction,
the discrete logarithm is distributed according to a standard Gaussian distribution.
More precisely, let

(1.2) logj(γ) =

√
n − 1
wl (γ)

logj(γ).

Here wl (γ) denotes the word length of γ ∈ Γ. Let Γc be the set of cyclically reduced
words in Γ.

Theorem 1.1. In Γc the function logj has asymptotically a standard Gaussian
distribution. More precisely

#{γ ∈ Γc|wl (γ) ≤ l, logj(γ) ∈ [a, b]}
#{γ ∈ Γc|wl (γ) ≤ l} → 1√

2π

∫ b

a

exp
(
−x2

2

)
dx as l → ∞.

After proving this theorem we discovered that I. Rivin arrived at a similar the-
orem in [10, Theorem 5.1] (see also [12]). Rivin’s proof uses certain results on
Chebyshev polynomials. Our proof uses character perturbations of the adjacency
operator of a singleton graph (see Figure 1 where n = 4).

There is a fundamental identity, due to Ihara, which relates geometric entities
(lengths of closed paths on the graph) to the spectrum of the adjacency operator
of the graph. We consider this identity when the system transforms according
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Figure 1.

to a certain smooth family of characters related to the discrete logarithms. By
differentiating in the character family we can extract enough information about the
relevant generating functions to calculate the moments of the random variable in
Theorem 1.1. Apart from the use of this identity our proof is elementary. Our
method is very powerful and has been used by the authors in a series of papers [6,
7, 9, 8] to prove distribution results of additive homomorphisms in various different
contexts. In fact we were motivated by our previous results to investigate the normal
distribution on the level of the group without considering its action as isometries
on hyperbolic space.

2. From free groups to graphs

Let Γ = F (A1, . . . , An), n ≥ 2, be the free group on n generators. We want to
relate a finite graph to Γ. We refer to [11, 13, 4, 3] for the basics on graphs and
further explanation of some of the terminology that we use. We mostly follow the
terminology of [3].

Every g ∈ Γ is uniquely represented by a reduced word, i.e.

γ =
k∏

i=1

Aεi
mi

, mi ∈ {1, . . . , n}, εi ∈ {±1},

in which there does not exist i0 such that mi0 = mi0+1 and εi0εi0+1 = −1. Hence

(2.1) logj(γ) =
k∑

i=1
mi=j

εmi

counts (with signs) the number of occurrences of Aj in the reduced word represen-
tation of γ. We define the word length of γ to be wl (γ) = k. We also define g ∈ Γ
to be cyclically reduced if

γ ◦ γ =
k∏

i=1

Aεi
mi

k∏
i=1

Aεi
mi

is reduced (or equivalently if either ε1εk 	= −1 or m1 	= mk). We consider the set
Γc of cyclically reduced words

Γc = {γ ∈ Γ|γ is cyclically reduced}.
There is an infinite-to-one map ψ (cyclic reduction) from Γ to Γc, and this map
satisfies logj(γ) = logj(ψ(γ)).

Let S = {A1, . . . , An} and consider the 2n-regular Cayley graph X = X(Γ, S),
i.e. the graph having vertices Γ and (positive) edges Γ× S where the edge (g, s) ∈
Γ × S has the following origin and terminus:

o(g, s) = g, t(g, s) = gs.
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The group Γ acts (strictly hyperbolic) by isometric isomorphisms on X, and the
quotient graph Γ\X is 2n-regular and has one vertex.

We denote by Cred the set of closed reduced paths on the graph. The set of
elements in Cred of length n is denoted by Cred

n . For this particular graph the
following is easy to verify:

Lemma 2.1. There is a one-to-one correspondence between Cred
m and the set of

cyclically reduced group elements γ ∈ Γc with wl (γ) = m.

We can now therefore define an additive homomorphism l̃ogj on Cred by fixing
an isomorphism φ : Cred

1 → {γ ∈ Γc|wl (γ) = 1} and defining l̃ogj(C) = logj(φ(C)).
By an obvious abuse of notation we shall often write logj(C) instead of l̃ogj(C).

3. The Ihara zeta function

We now briefly explain the basics of the Ihara zeta function. There is a close
resemblance between the Ihara zeta function and the Selberg zeta function [1]. We
refer to [13, 4, 3] for further details. Let X be a (q +1)-regular infinite tree (q ≥ 2)
and let Γ be a strictly hyperbolic free subgroup of isometric automorphisms of X
with finite (q + 1)-regular quotient graph

(3.1) # vert (Γ\X) < ∞.

Furthermore let χ : Γ → S1 be a unitary character. Consider

L2(X, χ) = {f : vert (X) → C |f(γv) = χ(γ)f(v) for all γ ∈ Γ, v ∈ vert (X)}
together with the inner product

〈f, g〉 =
∑

v∈vert(Γ\X)

f(v)g(v).

We note that this is a finite-dimensional Hilbert space of dimension dimL2(X, χ) =
#vert (Γ\X). We consider the adjacency operator A(Γ, χ) : L2(X, χ) → L2(X, χ)
defined by

(3.2) (A(Γ, χ)f)(v) =
∑
v′∼v

f(v′).

Here v′ ∼ v means that v′ is adjacent to v. The adjacency operator is self-adjoint
with spectrum contained in [−(q + 1), q + 1].

Let PΓ be the set of primitive conjugacy classes in Γ different from the unit
class. For {P} ∈ PΓ we define the degree

(3.3) deg(P ) = min
v∈vert(X)

l(v, Pv)

where l(v, v′) is the length of the geodesic from v to v′.
The Ihara zeta function is defined, for u ∈ C with |u| < q−1, by

(3.4) Z(Γ, χ; u) =
∏

{P}∈PΓ

(1 − χ(P )udeg P )−1.

There is a fundamental identity, due to Ihara, which relates this geometric object
to the spectrum of the adjacency operator. More precisely, we have the following
explicit determinant representation of the Ihara zeta function [4].
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Theorem 3.1 (Ihara).

(3.5) Z(Γ, χ; u) = (1 − u2)−g det (1 − uA(Γ, χ) + qu2)
−1

,

where g = (q − 1)# vert (Γ\X) /2.

This gives immediately that the Ihara zeta function admits meromorphic con-
tinuation to the whole complex plane. We consider the logarithmic derivative of
Z(Γ, χ; u) and find

u
d

du
log Z(Γ, χ; u) = u

∑
{P}∈PΓ

χ(P ) deg Pudeg P−1

1 − χ(P )udeg P
(3.6)

=
∞∑

n=1

∑
{P}∈PΓ

χ(Pn) deg Pun deg P

=
∞∑

m=1

nΓ,χ(m)um,

where

(3.7) nΓ,χ(m) =
∑

n deg P=m
n∈N,{P}∈PΓ

χ(Pn) deg P.

There is a one-to-one correspondence between primitive conjugacy classes of Γ of
degree d, PΓ(d) and primitive cycles in Γ\X of length d, PrimΓ\X(d) . The natural
map from the set of closed reduced prime paths of length d in Γ\X, Cred,prime

d , to
the set of primitive cycles of length d in Γ\X is d-to-one (each of the d vertices can
be a starting point for the cycle). We therefore have

nΓ,χ(m) =
∑
d|m

d
∑

{P}∈PΓ

χ(Pm/d) =
∑
d|m

∑
C∈Cred,prime

d

χ(Cm/d) =
∑

C∈Cred
m

χ(C).

Using (3.5) we get

(3.8)
∞∑

m=1

nΓ,χ(m)um =
2gu2

1 − u2
− u

d
du det(1 − uA(Γ, χ) + qu2)
det(1 − uA(Γ, χ) + qu2)

.

When χ = 1 the adjacency operator has q + 1 as an eigenvalue with the identity as
eigenfunction. Hence, in this case, we see that (3.8) has a pole at u = q−1.

4. Generating functions

We now explain how to use the Ihara zeta function to get information about the
generating functions relevant to Theorem 1.1. Since we are ultimately interested
in the case of the singleton graph constructed in section 2 we assume for simplicity
that the quotient in the previous section has only one vertex. In the case of the
graph from section 2 we have q + 1 = 2n.

We define a family of unitary characters on Γ by

χε(γ) = exp(iε logj(γ)).

In this simple situation the adjacency operator is simply a multiplication operator:

(4.1) (A(Γ, χε)f)(v) =
n∑

i=1

(χε(Ai) + χε(Ai)−1)f(v).
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For simplicity we let

(4.2) A(ε) =
n∑

i=1

(χε(Ai) + χε(Ai)−1) = 2(n − 1) + 2 cos(ε).

Equation (3.8) now takes the form

(4.3)
∞∑

m=1

nΓ,χε
(m)um =

2gu2

1 − u2
+

uA(ε) − 2qu2

1 − uA(ε) + qu2
.

We denote the left-hand side by G(u, ε). This is the generating function relevant
to the problem we are studying. When ε = 0 this function has a simple pole at
u = q−1 with residue

(4.4) resu=q−1 G(u, 0) = −q−1.

We wish to understand

(4.5) G(k)(u) :=
dk

dεk
G(u, ε)

∣∣∣∣
ε=0

=
∞∑

m=1

⎛⎝ ∑
C∈Cred

m

ik logj(C)k

⎞⎠ um.

The convergence is uniform in ε, by comparison with the series with ε = 0, so we
can differentiate termwise.

From (4.3) we get immediately the following result:

Theorem 4.1. The function G(k)(u) admits meromorphic continuation to the
whole complex plane. The points u = q−1, u = 1 are the only possible poles when
n ≥ 1. The function G(u) = G(0)(u) has poles at u = ±1 and u = q−1.

We now calculate the pole order and leading term of the pole at u = q−1. When
k ≥ 1, Eq. (4.3) gives

(4.6) G(k)(u) =
k∑

l=0

(
k

l

)
(uA(l)(0) − δl=02qu2)

dk−l

dεk−l
(1 − uA(ε) + qu2)−1

∣∣∣∣
ε=0

.

Clearly we have

(4.7) A(l)(0) =

⎧⎪⎨⎪⎩
2n, if l = 0,
0, if l is odd,
2(−1)l/2, if l ≥ 2 is even.

We first analyze the leading term Ll of

(4.8)
dl

dεl
(1 − uA(ε) + qu2)−1

∣∣∣∣
ε=0

.

Since

(4.9) (1 − uA(ε) + qu2)(1 − uA(ε) + qu2)−1 = 1,

we find that (4.8) equals

(4.10) (1 − uA(0) + qu2)−1
l−1∑
r=0

(
l

r

)
A(l−r)(0)u

dr

dεr
(1 − uA(ε) + qu2)−1

∣∣∣∣
ε=0

.
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When l = 1 it is obvious from (4.7) that this vanishes. By induction and (4.7) we
conclude that

(4.11)
dl

dεl
(1 − uA(ε) + qu2)−1

∣∣∣∣
ε=0

= 0

when l is odd. Alternatively 1 − uA(ε) + qu2 is an even function.
From (4.10), (4.11), and (4.7) an easy induction argument now shows that when

l is even (4.8) has a pole of order l/2 + 1 and the leading term Ll satisfies the
recurrence relation

(4.12) Ll = (resu=q−1(1 − A(0)u + qu2)−1)
(

l

l − 2

)
A(2)(0)q−1Ll−2.

It follows easily that

(4.13) Ll = − 1
ql/2

l!
(q − 1)l/2+1

.

Therefore, the main term in G(k)(u), see (4.6), comes from l = 0, and using (4.13)
we get the following theorem:

Theorem 4.2. When k is odd the function G(k)(u) is identically zero. When k is
even G(k)(u) has a pole at u = q−1 of order k/2 + 1 and the leading term in the
Laurent expansion around u = q−1 equals

− k!
qk/2+1(q − 1)k/2

.

We notice that the vanishing of G(k)(u) for k odd is also clear from the fact that∑
C∈Cred

m

logj(C)k = 0.

This fact is clear since if C is a reduced path of length m, then the inverse path is
also a reduced path of length m and logj(C)k + logj(C−1)k = 0 when m is odd.

5. Summations

In this section we want to find asymptotics as T → ∞ of the following sums:

(5.1)
∑
γ∈Γc

wl(γ)≤T

logj(γ)k.

In principle we can find exact expressions for these sums. We show how this is done
when k = 0. In the general situation we settle with asymptotics since this is all we
need for Theorem 1.1. We do this on the basis of the calculations of the previous
chapter and a Tauberian theorem to be proved below. We notice that from Lemma
2.1 and the fact that if φ(C) = γ, then l(C) = wl (γ) we have that (5.1) equals

(5.2)
∑

m≤T

∑
C∈Cred

m

logj(C)k.

For k odd the discussion at the end of the last section shows that (5.1) is identically
zero.

We have
1

1 − u2n + qu2
=

1
q − 1

(
q

1 − qu
− 1

1 − u

)
.
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From this we see, using a geometric expansion, that

u2n − 2qu2

1 − u2n + qu2
=

∞∑
m=1

(qm + 1)um.

Since
2gu2

1 − u2
=

q − 1
2

∞∑
m=1

(1 + (−1)m)um,

we conclude that

G(0)(u) =
∞∑

m=1

# Cred
m um =

∞∑
m=1

(
qm + 1 +

q − 1
2

(1 + (−1)m)
)

um

when |u| < q−1. Using Lemma 2.1 and the uniqueness of Taylor expansions, we
proved the following theorem:

Theorem 5.1. Let Γ be the free group on n elements and Γc the set of cyclically
reduced words in Γ. Then the number of cyclically reduced words of word length m
equals

#{γ ∈ Γc|wl (γ) = m} = (2n − 1)m + 1 + (n − 1) (1 + (−1)m) .

We notice that this is [10, Theorem 1.1]. In principle we can use the same
technique as above for any k using (4.6). This would give explicit, though quite
complicated, expressions for ∑

C∈Cred
m

logj(C)k.

For simplicity we use only the fact that we have calculated the leading term of (4.6)
to obtain the main term and sharp error estimates for (5.2). To do this we need
the following proposition:

Proposition 5.2. Assume that

f(u) =
∞∑

m=0

cmum

has radius of convergence R = q−1 ≤ 1. Assume further that

(i) f admits meromorphic continuation to an open set containing the closed
unit disc in C;

(ii) the points u = q−1 and u = 1 are the only possible poles in the closed unit
disc;

(iii) the pole at q−1 is of order k with leading term ak(u − q−1)−k.

Then
l∑

m=0

cm =
(−q)kak

(q − 1)(k − 1)!
ql+1lk−1 + O(ql+1lk−2).

To prove this proposition we need the following elementary lemma. We shall
write (k)m = k(k + 1) · · · (k = (m − 1)).
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Lemma 5.3. Let q > 1 and k ∈ N. Then
l∑

m=0

(k)m

m!
=

1
k!

lk + O(lk−1),(5.3)

l∑
m=0

(k)m

m!
qm =

1
(q − 1)(k − 1)!

ql+1lk−1 +

{
O(ql+1lk−2), if k ≥ 2,

O(1) if k = 1.
(5.4)

Proof. To prove (5.3) we notice that (k)m/m! = (m+1)(m+2) · · · (m+k−1)/(k−1)!.
Using the elementary estimate

l∑
m=0

mk−1 =
1
k

lk + O(lk−1)

proves the claim.
To prove (5.4) we define

a(k, m, q) =
(k)m

m!
qm and A(k, l, q) =

l∑
m=0

a(k, m, q).

Then using a(k, m, q) = (k + m− 1)a(k− 1, m, q)/(k− 1) (when k 	= 1) and partial
summation we find

A(k, l, q) =
1

k − 1

l∑
m=0

a(k − 1, m, q)(k + m − 1)

=
1

k − 1
A(k − 1, l, q)(k + l − 1) − 1

k − 1

∫ l

0

A(k − 1, t, q)dt(5.5)

=
l

k − 1
A(k − 1, l, q) + A(k − 1, l, q) − 1

k − 1

∫ l

0

A(k − 1, t, q)dt.

When k = 1 the claim is obvious since in this case (k)m/m! = 1. The remaining
cases now follow from (5.5) by induction. �

To prove Proposition 5.2 we let

k∑
j=1

aj

(u − q−1)j
, resp.

k′∑
j=1

bj

(u − 1)j
,

be the singular parts of f at u = q−1, resp. u = 1. Now the function

(5.6) f(u) −
k∑

j=1

aj

(u − q−1)j
−

k′∑
j=1

bj

(u − 1)j

is regular in an open disc containing the closure of the unit disc. Using the series
expansions

1
(u − 1)j

= (−1)j
∞∑

m=0

(j)m

m!
um,

1
(u − q−1)j

= qj(−1)j
∞∑

m=0

(j)mqm

m!
um,
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we conclude that the series

∞∑
m=0

⎛⎝cm −
k∑

j=1

aj(−q)j (j)m

m!
qm −

k′∑
j=1

bj(−1)j (j)m

m!

⎞⎠ um

has radius of convergence strictly larger than 1. In particular it is convergent at
u = 1, that is

(5.7)
l∑

m=0

cm =
l∑

m=0

k∑
j=1

aj(−q)j (j)m

m!
qm +

l∑
m=0

k′∑
j=1

bj(−1)j (j)m

m!
+ o(1)

as l → ∞.
It follows now from Lemma 5.3 that

(5.8)
l∑

m=0

cm =
(−q)kak

(q − 1)(k − 1)!
ql+1lk−1 + O(ql+1lk−2),

which finishes the proof of the proposition.
We notice that we have proved a Wiener-Ikehara-type Tauberian theorem (see

[2]) for power series with general coefficients under the assumption that the sum
admits meromorphic continuation to a disk containing the closure of the unit disc.
Obviously the proposition can be easily generalized in many directions, but since
we only need it in the generality stated we refer from doing so.

Using Proposition 5.2, Theorem 4.1, and Theorem 4.2 we get

Theorem 5.4.
l∑

m=0

∑
C∈Cred

m

logj(C)k =

{
0 if k is odd,

k!
(k/2)!

1
(q−1)k/2+1 ql+1lk/2 + O(ql+1lk/2−1) if k is even.

We now define the normalized discrete logarithms to be

logj(C) =
√

g

l(C)
logj(C).

Here l(C) is the length of the cycle C. We then define the random variable Xl with
probability measure

P (Xl ∈ [a, b]) =
#{C ∈ Cred |l(C) ≤ l, logj(C) ∈ [a, b]}

#{C ∈ Cred |l(C) ≤ l}
.

We then calculate the asymptotic moments of these random variables, i.e. we find
the asymptotics of

Mk(Xl) =
1

#{C ∈ Cred |l(C) ≤ l}
∑

C∈Cred

l(C)≤l

logj(C)k.

From Theorem 5.4 we find, using partial summation, that as l → ∞,

(5.9) Mk(Xl) →

⎧⎨⎩0 if k is odd,
k!

2k/2(k/2)!
if k is even.
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The left-hand side equals the moments of the standard Gaussian and from a classical
result due to Fréchet and Shohat (see [5, 11.4.C]) we conclude that

(5.10) P (Xl ∈ [a, b]) → 1√
2π

∫ b

a

exp
(
−x2

2

)
dx as l → ∞.

Using the identification in Lemma 2.1 and the fact that if φ(C) = γ, then l(C) =
wl (γ) we arrive at Theorem 1.1.
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