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Abstract. We consider a wide variety of scattering problems including scattering by Dirichlet,
Neumann, and penetrable obstacles. We show that for any fixed perfectly-matched-layer (PML)
width and a steep-enough scaling angle, the PML solution is exponentially close, both in fre-
quency and the tangent of the scaling angle, to the true scattering solution. Moreover, for a
fixed scaling angle and large enough PML width, the PML solution is exponentially close to the
true scattering solution in both frequency and the PML width. In fact, the exponential bound
holds with rate of decay c(w tan θ − C)k where w is the PML width and θ is the scaling angle.
More generally, the results of the paper hold in the framework of black-box scattering under the
assumption of an exponential bound on the norm of the cutoff resolvent, thus including prob-
lems with strong trapping. These are the first results on the exponential accuracy of PML at
high-frequency with non-trivial scatterers.

1. Introduction

1.1. Context and background. Since the work of Berenger [Ber94], perfectly matched layers
(PMLs) have become a standard tool in the numerical simulation of frequency-domain wave prob-
lems such as the Helmholtz equation. This method approximates the solution of a scattering
problem in an unbounded domain by making a complex change of variables in a layer away from
the region of interest and truncating the problem with a Dirichlet condition.

It is well known that, for fixed frequency, the error in the truncation decreases exponentially
with the width of the PML; see [LS98, Theorem 2.1], [LS01, Theorem A], [HSZ03, Theorem 5.8],
[BP07, Theorem 3.4]. However these error bounds are not explicit in the frequency.

The only frequency-explicit error bounds on the accuracy of PML obtained up till now are for
the model problem of no scatterer. In this case, the error is known to decrease exponentially in the
width of the PML, the tangent of the scaling angle, and the frequency; this was proved in [CX13,
Lemma 3.4] (for d = 2) and [LW19, Theorem 3.7] (for d = 2, 3) using the fact that the solution of
this problem can be written explicitly.

In this paper, we consider a wide variety of scattering problems, including scattering by Dirichlet,
Neumann, and penetrable obstacles in any dimension, and including problems with strong trapping.
We prove that, provided that the PML change of variables is C3, the error decreases exponentially
in frequency, the PML width, and the scaling angle with a rate that, at least in one dimension, is
sharp.

1.2. Main results applied to plane-wave scattering by an impenetrable obstacle. Let
Ω− ⊂ Rd be bounded and open with Lipschitz boundary Γ− := ∂Ω− and connected open comple-
ment, Ω+ := Rd \ Ω−. Truncation by a perfectly matched layer (PML) is widely used to compute
approximations to the exterior Helmholtz problem

(1.1)
(−∆− k2)uS = 0 in Ω+, BuS = −B exp(ikx · a) for x ∈ Γ−,

(∂r − ik)uS = o(r
1−d

2 ) as r := |x| → ∞.
Here, B is an operator on the boundary giving either the Dirichlet (sound-soft) condition, u 7→ u|Γ−
or Neumann (sound-hard) condition u 7→ (∂νu)|Γ− , and ν(x) is the outward unit normal to Ω−.
Physically, uS corresponds to the scattered wave generated when the plane wave exp(ikx · a) hits
the obstacle Ω−.
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Figure 1.1. The diagram shows the obstacle, Ω−, the ball of radius R1 (outside
of which the scaling begins), the ball of radius Rtr, and Ωtr,+ (shaded in the
hatched lines) where the domain exterior to Ω− is truncated.

Let RP (k) denote the solution operator for (1.1) (see Proposition 2.1 for the precise definition),
and let χ ∈ C∞c (Rd) with χ ≡ 1 in a neighbourhood of the convex hull of Ω−. We define the
exponential rate of growth for the solution operator through a subset J ⊂ R that is unbounded
above:

(1.2) Λ(P, J) := lim sup
k→∞
k∈J

1

k
log ‖χRP (k)χ‖L2→L2 .

We write Λ(P ) for Λ(P,R). If Γ− is C∞ then Λ(P ) <∞. If, in addition, Γ− is nontrapping, then
Λ(P ) = 0. Finally, if Γ− is only Lipschitz, then for all δ > 0 there is a set J ⊂ R with |R \ J | ≤ δ
such that Λ(P, J) = 0; see §1.3 and §2.1 for details and references.

We now describe the geometric set-up for the PML truncation; see Figure 1.1 for a schematic.
Let R2 > R1 > 0, such that Ω− b B(0, R1). Next, let Rtr > R1 and Ωtr ⊂ Rd be a bounded open
subset with B(0, Rtr) ⊂ Ωtr. Finally, let Ωtr,+ := Ωtr ∩ Ω+, Γtr; = ∂Ωtr, and 0 ≤ θ < π/2. The
PML method replaces (1.1) by the following problem

(1.3) (−∆θ − k2)vS = 0 in Ωtr,+, BvS = −B exp(ikx · a) for x ∈ Γ−, vS = 0 for x ∈ Γtr.

Here, −∆θ is a second order differential operator that is given in spherical coordinates (r, ω) ∈
[0,∞)× Sd−1 by

(1.4) ∆θ =
( 1

1 + if ′θ(r)
∂r

)2

+
d− 1

(r + ifθ(r))(1 + if ′θ(r))
∂r +

1

(r + ifθ(r))2
∆ω,

with ∆ω the surface Laplacian on Sd−1 and fθ(r) ∈ C3([0,∞);R) given by fθ(r) = f(r) tan θ for
some f satisfying

(1.5) {f(r) = 0} = {f ′(r) = 0} = {r ≤ R1}, f ′(r) ≥ 0, f(r) ≡ r on r ≥ R2.

We emphasize that R2 > R1 can be arbitrarily large and therefore, given any bounded interval
[0, R] and any function g ∈ C3([0, R]) satisfying

(1.6) {g(r) = 0} = {g′(r) = 0} = {r ≤ R1}, g′(r) ≥ 0,

our results hold for an f with f |[0,R] = g. A concrete example of a g(r) satisfying the condi-
tions (1.6) is the piecewise degree-three polynomial

(1.7) g(r) = (r −R1)31[R1,∞)(r).

In practice, one computes on truncation domains with bounded radius, and our results therefore
cover this situation with any scaling function f ∈ C3 satisfying (1.6) (with g replaced by f).

Remark 1.1 (Link with notation used in the numerical-analysis literature). In (1.3)-(1.5) the PML
problem is written using notation from the method of complex scaling (see, e.g., [DZ19, §4.5]). In
the numerical-analysis literature on PML, the scaled variable is often written as r(1 + iσ̃(r)) with
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σ̃(r) = σ0 for r sufficiently large, see, e.g., [HSZ03, §4], [BP07, §2]. To convert from our notation,
set σ̃(r) = fθ(r)/r and σ0 = tan θ.

The following two functions appear in our error estimate;

Φθ(r) :=

{
inft≥0

∣∣∣ Im((1 + if ′θ(r))
√

1− t
(r+ifθ(r))2

)∣∣∣, d ≥ 2,

f ′θ(r), d = 1,
(1.8)

θ0(P, J,Rtr) := sup
{
θ :

∫ Rtr

R1

Φθ(r) dr ≤ Λ(P, J)
}
.(1.9)

Figure 1.2 plots Φθ(r) (for d ≥ 2) and its integral for f(r) given by (1.7).

Theorem 1.2. Let Γ− be Lipschitz and J ⊂ R unbounded above with Λ(P, J) <∞. Then for all
η, ε > 0 there are C,C ′, k0 > 0 such that for all Rtr > R1 + ε, B(0, Rtr) ⊂ Ωtr b Rd with Lipschitz
boundary, θ0(P, J,Rtr) + ε < θ < π/2 − ε, k > k0 with k ∈ J , a ∈ Rd, uS solving (1.1), and vS
solving (1.3)

(1.10)

‖uS − vS‖H1(B(0,R1)\Ω−)

‖uS + eikx·a‖L2(B(0,R1)\Ω−)
≤ C exp

(
− k
(

(2− η)

∫ Rtr

R1

Φθ(r) dr − 3Λ(P, J)
))

,

‖uS − vS‖H1(B(0,R1)\Ω−) ≤ C ′
‖uS − vS‖H1(B(0,R1)\Ω−)

‖uS + eikx·a‖L2(B(0,R1)\Ω−)
.

Observe that Theorem 1.2 bounds both the absolute and the relative error in the PML approxi-
mation of the total field uS + eikx·a. Moreover, when d = 1, explicit calculations show that our
estimate is nearly optimal in the sense that the factor 2 − η multiplying

∫ Rtr

R1
Φθ(r) dr in (1.10)

cannot be replaced by any number larger than 2.

To better understand the estimate (1.10), we record five properties of the function Φθ(r); note
that Properties (1), (3) and (4) are illustrated in the right-hand plots of Figures 1.2 and 1.3.

Lemma 1.3.
(1) For all δ > 0, there is cδ > 0 such that Φθ(r) > cδ tan θ on r > R1 + δ, θ > δ.
(2) Φθ(r) = f ′θ(r) if and only if

(1.11) tan2 θ ≥ r2

f(r)2
− 2r

f ′(r)f(r)
.

(3) If f(r) = r, f ′(r) = 1, then Φθ(r) = f ′θ(r).
(4) For all δ > 0, there is θδ < π/2 such that for θ > θδ, Φθ(r) = f ′θ(r) on r ≥ R1 + δ,
(5) The map (r, θ) 7→ Φθ(r) is continuous for (r, θ) ∈ [0,∞)× (0, π/2).

Point (1) in Lemma 1.3 implies that, for Rtr > R1 + δ,

(1.12) −
∫ Rtr

R1

Φθ(r) dr ≤ −cδ(Rtr −R1 − δ) tan θ.

Points (1) and (3) in Lemma 1.3 imply that, for Rtr > R2,

(1.13) −
∫ Rtr

R1

Φθ(r) dr ≤ −cδ(R2 −R1 − δ) tan θ − (Rtr −R2) tan θ < −(Rtr −R2) tan θ;

Point (4) in Lemma 1.3 implies that for all δ > 0 there is θδ < π/2 such that for θ > θδ,

(1.14) −
∫ Rtr

R1

Φθ(r) dr ≤ −
(
f(Rtr)− f(R1 + δ)

)
tan θ.

By (1.12), for Rtr > R1 + δ, the right-hand side of (1.10) is less than or equal to

C exp
(
− k
(
(2− η)cδ(Rtr −R1 − δ) tan θ − 3Λ(P, J)

))
for some cδ > 0; analogous bounds follow using (1.13) and (1.14). These bounds show that the
error between uS and vS decreases exponentially in the frequency, the PML width, and the tangent
of the scaling angle.
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Figure 1.2. Plots of f(r) with f |[0,6] given by (1.7), f ′(r), 1
tan θΦθ(r) (for d ≥ 2),

and 1
tan θ

∫ r
R

Φθ(r) dr for R1 = 3.
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Figure 1.3. Plots of f(r) given by (1.15), f ′(r), 1
tan θΦθ(r) (for d ≥ 2), and

1
tan θ

∫ r
R

Φθ(r) dr for R1 = 3 and R2 = 5.

An example f that satisfies (1.5) is the piecewise degree-eight polynomial

(1.15) f(r) = r

(∫ r

R1

(t−R1)3(R2 − t)31[R1,R2](t) dt

)(∫ R2

R1

(t−R1)3(R2 − t)3 dt

)−1

;

see [BP07, §2]. See Figure 1.3 for plots of Φθ(r) and its integral in this case.

1.3. The main results for black-box scattering. We now describe our results for black-box
operators, namely, operators that are equal to the Laplacian outside a ball and are equal to some
self-adjoint operator inside the ball (see §2 for a careful definition of these operators). Black-
box operators (a.k.a. black-box Hamiltonians) include examples such as scattering by Dirichlet,
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Neumann, and penetrable obstacles, and scattering by inhomogeneous media. Let R0 > 0 and
P : D → H be a black-box operator equal to the Laplacian outside B(0, R0). Let χ ∈ C∞c (Rd)
with χ ≡ 1 on B(0, R0). Then, by [DZ19, Theorem 4.4] (see Proposition 2.1), the cutoff resolvent

χ(P − λ2)−1χ : H → D, −π2 < Arg(λ) < 3π
2 ,

is meromorphic with finite rank poles. Let RP (λ) := (P − λ2)−1.

The analogue of (1.2) in the black box setting is

(1.16) Λ(P, J) := lim sup
k→∞
k∈J

1

k
log ‖χRP (k)χ‖H→H ∈ [0,∞].

Many black-box Hamiltonians satisfy Λ(P ) < ∞. They include scattering by Dirichlet, Neu-
mann, and penetrable obstacles with smooth boundaries, and scattering by inhomogeneous media
with smooth wavespeeds (see §2.1 for details). In addition, for all black-box Hamiltonians satisfy-
ing a polynomial bound on the number of eigenvalues of the reference operator (see, e.g., [DZ19,
Equation 4.3.10]) and all δ > 0, there is a set J ⊂ R with |R \ J | ≤ δ such that Λ(P, J) = 0; see
[LSW20, Theorem 1.1] or (under an additional assumption about how close the resonances can be
to the real axis) [Ste01, Proposition 3].

Let Rtr > R1 > R0 and Ωtr bounded and open with Lipschitz boundary such that B(0, Rtr) ⊂
Ωtr, and define θ0(P, J,Rtr) as in (1.9). We define the complex-scaled operator Pθ corresponding
to a black-box Hamiltonian as in (1.4) (for the more general setup, see (A.1)). We then study the
difference between the solutions

(1.17) (Pθ − k2)v = f, v|Γtr = 0

and

(1.18) (P − k2)u = f, (∂r − ik)u = o(r
1−d

2 ) as r →∞.

Theorem 1.4. Let J ⊂ R and P be a black-box Hamiltonian with Λ(P, J) < ∞. Let χ ∈
C∞c (B(0, R1)) with χ ≡ 1 in a neighbourhood of B(0, R0), and η, ε > 0. Then there are C, k0 > 0
such that for all Rtr > R1 + ε, B(0, Rtr) ⊂ Ωtr ⊂ Rd with Lipschitz boundary, θ0(P, J,Rtr) + ε <

θ < π/2− ε, f̃ ∈ H, k > k0, k ∈ J , u solving (1.18) with f = χf̃ and v solving (1.17) with f = χf̃ ,
(1.19)

‖χ(u− v)‖D+‖(1−χ)(u− v)‖H2(B(0,R1)) ≤ C exp

(
−k
(

(2−η)

∫ Rtr

R1

Φθ(r) dr−3Λ(P, J)
))
‖f̃‖H.

One ingredient of the proof of Theorem 1.4 is the following resolvent estimate for (1.17).

Theorem 1.5. Let J ⊂ R, P be a black-box Hamiltonian with Λ(P, J) < ∞, χ ∈ C∞c (B(0, R1))
with χ ≡ 1 in a neighbourhood of B(0, R0), and η, ε > 0. Then there are C, k0 > 0 such that for
all Rtr > R1 + ε, B(0, Rtr) ⊂ Ωtr b Rd with Lipschitz boundary, θ0(P, J,Rtr) + ε < θ < π/2 − ε,
all f ∈ H with supp f ⊂ Ωtr, all k > k0, k ∈ J and all v solving (1.17),

(1.20) ‖v‖H(Ωtr) + k−2‖v‖D(Ωtr) ≤ C‖χRP (k)χ‖H→H‖f‖H,
where H(Ωtr) and D(Ωtr) are defined in (3.14).

Another ingredient of the proof of Theorem 1.4 that may be of independent interest is that a
bound on the cutoff resolvent χRPχ implies the same bound on the scaled resolvent.

Theorem 1.6. Suppose χ ∈ C∞c (B(0, R1)) with χ ≡ 1 in a neighbourhood of B(0, R0). Then,
there are C, k0 > 0 such that for k > k0,

‖(Pθ − k2)−1‖H→H + k−2‖(Pθ − k2)−1‖H→D ≤ C‖χRP (k)χ‖H→H.

We also point out that, although it follows the same ideas as the smooth case, complex scaling
with C2,α scaling functions as described in Appendix A is new. While the assumption that the
scaling function is C2,α is essential for the analysis in Appendix A, and the assumption that it is
C3 is used to prove resolvent bounds for the free problem via defect measures, other methods of
complex scaling exist, see e.g. [AC71, Sim78, Sim79], and apply to, e.g., piecewise linear scaling
functions.
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Remark 1.7. In numerical analysis, piecewise linear scaling functions of the form fθ(r) = tan θ(r−
R1)+ are often used (see §1.5). Although our theorems do not apply to this case, we now sketch the
key ingredients needed to extend our estimates to this type of scaling function. First, define a mod-
ified scaling function f̃θ(r) satisfying (i) f̃θ(r) = fθ(r) on r ≤ Rtr, (ii) for some R3 > Rtr, θ1 > θ,
f̃θ(r) ≡ r tan θ1 for r > R3, (iii) f̃θ(r) satisfies (1.5) on {r > R1}, and (iv) f̃θ ∈ C∞({r > R1}).
We would then need two results: first, the nontrapping resolvent estimate for the free problem (i.e.,
the analogue of Theorem 3.2) and second, agreement of the scaled resolvent and unscaled resol-
vent away from scaling (see Proposition 3.1). Provided one has these two results, the bounds in
Theorems 1.4 and 1.5 follow.

1.4. Ideas and method of proof. PML can be understood as an adaptation (used in numerical
analysis) of the method of complex scaling, which originated with [AC71, BC71] and was developed
in its modern form for black-box scatterers in [SZ91] (see §3 or [DZ19, §4.5] for an introductory
treatment of the subject). In complex scaling, Rd is deformed to a submanifold, Γθ ⊂ Cd in such
a way that the radiating solutions of (1.1) deform to L2 bounded solutions, uSθ , of the deformed
problem on Γθ := {x+ ifθ(|x|) x

|x|}:

(1.21)

{
(−∆Γθ − k2)uSθ = 0 on Γθ \ Ω−

BuSθ = −B exp(ikx · a) x ∈ Γ−.

Moreover this deformation has the property that uSθ |B(0,R1)\Ω− ≡ u
S |B(0,R1)\Ω− . The PML equa-

tion (1.3) is then the Dirichlet truncation of (1.21).

Because uSθ and uS agree on B(0, R1) \Ω−, we are able to prove Theorem 1.2 by comparing uSθ
and vS . The crucial fact (see §4.1) that leads to exponentially good estimates on the error between
uSθ and vS is that both uSθ and vS are exponentially decaying in R > R1 (both in |x| and k).
Thus, the boundary values for uSθ on Γtr are exponentially small and one can expect that uSθ and
vS are exponentially close. Combining these exponential estimates together with a basic elliptic
estimate for vS near Γtr and bounds on the cutoff resolvent for (1.21), we can complete the proof
of Theorem 1.2. Naively, this argument leads to an exponential improvement ≈ k

∫ Rtr

R1
Φθ(r) dr.

To obtain the rate ≈ 2k
∫ R
R1

Φθ(r) dr, one must then use that errors near the truncation boundary
only propagate with exponential damping toward R1. This leads to the second factor in our bound;
see the discussion in the caption of Figure 1.4.

To understand the appearance of the function Φθ(r), we recall that the semiclassical principal
symbol of −~2∆θ − 1 (where ~ := 1/k) is

p(r, ξr, ω, ξω) :=
( ξr

1 + if ′θ(r)

)2

+
|ξω|2Sd−1

(r + ifθ(r))2
− 1.

Replacing ξr by the corresponding operator ~Dr, (Dr := −i∂r), one obtains a family of ODEs
in r depending on |ξω|2Sd−1 . The infinitessimal growth/decay of the two possible solutions to this
ODE at a point r is then given by the imaginary part of the roots, s+ and s−, of the polynomial
ξr 7→ p(r, ξr, ω, ξω). The function Φθ(r) is then given by

Φθ(r) = inf
|ξφ|≥0

min
{
| Im s+|, | Im s−|

}
;

thus it is the smallest possible decay obtained in this way (see Lemma 4.1 for more details).

1.5. Immediate implications for the numerical analysis of the finite-element method
with PML truncation. There have been two recent papers on the k-explicit analysis of the h-
version of the finite-element method (FEM) applied to the Helmholtz equation with PML trunca-
tion (recall that in the h-version of the FEM, convergence is achieved by decreasing the meshwidth
h whilst keeping the polynomial degree constant). The paper [LW19] considers the Helmholtz
equation in free space (i.e., with no scatterer) and fθ(r) = σ0(r − R1)+ (where x+ = x for x ≥ 0
and = 0 for x < 0). [CFGT18] considers the Helmholtz equation posed in the exterior of a smooth,
starshaped Dirichlet obstacle with fθ(r) = rσ̃/k) with σ̃ ∈ C1 (and independent of k).

For the h-FEM applied to the Helmholtz equation, a fundamental question is: how must h
decrease with k to maintain accuracy of the Galerkin solution as k increases? Both [LW19] and
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Rd

Γθ

θ

Ωtr

exp
(
−k
∫ r
R1

Φθ(s)ds
)

exp
(
−k
∫ Rtr

r
Φθ(s)ds− k

∫ Rtr

R1
Φθ(s)ds

)
Figure 1.4. The figure shows a wave uSθ (in blue) propagating toward Γtr from
near the obstacle Ω−. The wave uSθ decays exponentially as it enters the scaling
region (where Γθ 6= Rd); this exponential decay is shown in the orange dotted
line. The wave vθ then reflects off Γtr. There are two possible solutions: one
exponentially growing towards the interior and one exponentially decaying towards
the interior. Fortunately, the solution exponentially growing towards the interior
corresponds to the exponentially decaying (away from the interior) uSθ and this
solution does not produce an error. The exponentially decaying (towards the
interior) part of vθ, however, does produce an error in the interior. This solution
is again exponentially damped as it travels toward the interior; this solution is
shown in red and the decay rate is shown by the brown dashed line.

[CFGT18] prove that, for the PML problems they consider, the answer is the same as for the
respective Helmholtz problems truncated with the exact outgoing Dirichlet-to-Neumann map.

Indeed, [LW19, Theorem 4.4] proves that if the approximation spaces consist of piecewise linear
polynomials and hk3/2 is sufficiently small, then the Galerkin approximation, vh, to v satisfying
(1.17) (with Pθ = −∆θ) exists, is unique, and satisfies

(1.22) ‖∇(v − vh)‖L2 + k‖v − vh‖L2 ≤ Chk3/2‖f‖L2

(cf. the results in [LSW19] for the Helmholtz problem with the exact outgoing Dirichlet-to-
Neumann map). Furthermore, with piecewise polynomial of degree p, if hpkp+1 is sufficiently
small, then [CFGT18, Theorem 5.4] proves that, for the exterior Dirichlet problem with star-
shaped Ω−, the Galerkin solution exists, is unique, and satisfies a quasioptimal error estimate
with quasioptimality constant independent of k (cf. the results in [MS10, MS11] for the Helmholtz
exterior Dirichlet problem truncated with the exact outgoing Dirichlet-to-Neumann map).

Combining the results in the present paper with the FEM analysis in [LW19], we immediately
have that the results of [LW19] (i.e., existence, uniqueness, and the error bound (1.22) for the
Galerkin solution when hk3/2 is sufficiently small) extend to the FEM solution of any of the
Helmholtz problems in §2.1, provided that (i) fθ(r) satisfies the assumptions in §1.2, (ii)

‖χRP (k)χ‖H→H ≤ C/k for all k ≥ k0

(which occurs, for example, when the problem is nontrapping) and (iii) the domain of the PML
problemD(Ωtr), defined by (3.14), equalsH2(Ωtr). Indeed, Theorem 1.5 is a generalisation (modulo
the differences in scaling functions) of [LW19, Theorem 3.1] and Theorem 1.4 is a generalisation
of [LW19, Theorem 3.7].

The results in [CFGT18], however, rely crucially on the fact that fθ(r) ∼ 1/k (e.g., the com-
parison with the sponge layer in [CFGT18, §5] fails if fθ(r) � 1/k); therefore, the results of the
present paper cannot be combined with those in [CFGT18]. We expect the error in the PML
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solution when fθ(r) ∼ 1/k to be only O(1) as k → ∞. This is in contrast to the exponentially
small error when fθ(r) ∼ 1 (as shown in Theorem 1.4).

1.6. Outline of the paper. §2 recaps the framework of black-box scattering. §3 recaps the
method of complex scaling and proves Theorem 1.6. §4 proves elliptic estimates in the scaling
region. §5 proves Theorems 1.4 and 1.5 (i.e., the main results in the black-box framework). §6
proves the bound on the relative error in Theorem 1.2 for the plane-wave scattering problem.
§7 proves the nontrapping estimate on the free resolvent for the scaled problem with C3 scaling
function. §A proves results about complex scaling with C2,α scaling function. §B recalls results
from semiclassical analysis. §C proves Lemma 1.3 (i.e., properties of Φθ(r)).

Acknowledgements. The authors thank Maciej Zworski for several helpful conversations. DL
and EAS were supported by EPSRC grant EP/R005591/1.

2. Black-box Hamiltonians

Throughout this paper we work in the setting of black-box Hamiltonians (see [DZ19, §4.1]); we
now review this notion.

Let H be a complex Hilbert space with the orthogonal decomposition

(2.1) H = HR0
⊕ L2(Rd \B(0, R0)).

We take the standard convention that if χ ∈ L∞(Rd) with χ ≡ c0 ∈ C on B(0, R0), then for u ∈ H
with u = u|B(0,R0) + u|Rd\B(0,R0) , u|R0

∈ HR0
, and u|Rd\B(0,R0) ∈ L2(Rd \B(0, R0)),

χu = c0
(
u|B(0,R0)

)
+ (χ|Rd\B(0,R0))

(
uRd\B(0,R0)

)
∈ H.

We say that P is a black-box Hamiltonian if, for H as in (2.1), P : H → H is an unbounded
self-adjoint operator with domain D ⊂ H such that

(2.2)

1Rd\B(0,R0)D ⊂ H2(Rd \B(0, R0)), 1Rd\B(0,R0)(Pu) = −∆
(
u|Rd\B(0,R0)

)
,{

u ∈ H2(Rd) : u|B(0,R0+ε) ≡ 0 for some ε > 0
}
⊂ D,

1B(0,R0)(P + i)−1 : H → H is compact.

We equip D with the norm

(2.3) ‖u‖2D = ‖u‖2H + ‖Pu‖2H, u ∈ D,
and define Ds for s ∈ [0, 1] by interpolation between H and D. We also define

Hcomp := {u ∈ H : u|Rd\B(0,R0) ∈ L2
comp}, Hloc := HR0 ⊕ L2

loc(Rd \B(0, R0)),

Dcomp := D ∩Hcomp, Dloc := {u ∈ Hloc : χu ∈ D, for allχ ∈ C∞c (Rd), χ ≡ 1 on B(0, R0)}.
We now recall some properties of the resolvent of a black-box Hamiltonian.

Proposition 2.1 (Theorem 4.4 [DZ19]). Suppose that P is a black-box Hamiltonian. Then,

RP (λ) := (P − λ2)−1 : H → D is meromorphic for Imλ > 0

with finite rank poles. Moreover, for all χ ∈ C∞c (Rd) with χ ≡ 1 on B(0, R0),

RP (λ) : Hcomp → Dloc is meromorphic for − π
2 < Arg(λ) < 3π

2 ,

with finite rank poles.

2.1. Examples.

1. Scattering by a Dirichlet obstacle. Let Ω− ⊂ B(0, R0) be an open set such that Γ−
is Lipschitz and Ω+ := Rd \ Ω− is connected. If H = L2(Ω+) and

D = {u ∈ H1(Ω+) : u|Γ− = 0, −∆u ∈ L2(Ω+)},
then P = −∆ is a black-box Hamiltonian by [LSW20, Lemma 2.1]. If Γ− is C∞ then
by [Bur98, Vod00] Λ(P ) <∞. If Ω− is nontrapping [Vai75, MS82] [DZ19, Theorem 4.43],
or Ω− is star shaped [Mor75, CWM08], then Λ(P ) = 0.
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2. Scattering by a Neumann obstacle. Let Ω− ⊂ B(0, R0) be an open set such that Γ−
is Lipschitz and Ω+ := Rd \ Ω− is connected. If H = L2(Ω+) and

D = {u ∈ H1(Ω+) : (∂νu)|Γ− = 0, −∆u ∈ L2(Ω+)},

then P = −∆ is a black-box Hamiltonian by [LSW20, Lemma 2.1]. If Γ− is C∞ then
by [Bur98, Vod00] Λ(P ) <∞. If Ω− is nontrapping [Vai75, MS82] [DZ19, Theorem 4.43],
or Γ− ∈ C3 and Ω− is convex [Mor75], then Λ(P ) = 0.

3. Scattering by inhomogeneous media. Let α > 0, A ∈ C2,α(Rd;Md×d) be real, sym-
metric, and positive definite, b ∈ C1,α(Rd;Rd), and c ∈ C0,α(Rd;R) with A|Rd\B(0,R0) ≡ I,
supp b, supp c ⊂ B(0, R0). If H = L2(Rd) and D = H2(Rd), then

P = ∂iA
ij(x)∂j + (bi(x)Di +Dib

i(x)) + c(x).

is a black-box Hamiltonian. If the Hamiltonian flow for Aijξiξj is nontrapping, then
Λ(P ) = 0 [GSW20]. Moreover, if Aij , bi, c ∈ C∞, then Λ(P ) <∞ [Bur98, Vod00]. We note
that we could combine this example with either of Examples 1 and 2, with the result that
scattering by an inhomogeneous media contained either a Dirichlet or Neumann obstacle
is covered by the black-box framework.

4. Scattering by a penetrable obstacle. Let Ω− ⊂ B(0, R0) be an open set such that Γ−
is Lipschitz and Ω+ := Rd\Ω− is connected. Let A = (A−, A+) with A± ∈ C0,1(Ω±,Md×d)
real, symmetric, positive definite, and such that A|Rd\B(0,R0) ≡ I. Let c ∈ L∞(Ω−) be
such that cmin ≤ c ≤ cmax with 0 < cmin ≤ cmax <∞, and β > 0. Let ν be the unit normal
vector field on ∂Ω− pointing from Ω− into Ω+, and let ∂ν,A the corresponding conormal
derivative from either Ω− or Ω+. If H = L2(Rd) and

D :=
{
v = (v−, v+) where v− ∈ H1(Ω−), ∇ · (A−∇v−) ∈ L2(Ω−),

v+ ∈ H1
(
Rd \ Ω−

)
, ∇ · (A+∇v+)

)
∈ L2

(
Rd \ Ω−

)
,

v+ = v− and ∂ν,A+v+ = β ∂ν,A−v− on ∂Ω−

}
,

then
Pv := −

(
c2∇ · (A−∇v−),∇ · (A+∇v+)

)
,

is a black-box Hamiltonian by [LSW21, Lemma 2.4]. If ∂Ω− ∈ C∞ and A±, c ∈ C∞, then
Λ(P ) <∞ [Bel03].

3. Complex scaling and perfectly matched layers

In §3.1 we review the method of complex scaling; as discussed in the introduction, this plays a
crucial role in our analysis of PML. In §3.2 we prove Theorem 1.6. In §3.3 we formulate the PML
problem in the black-box framework using the language of complex scaling.

3.1. The scaled operator. Let R2 > R1 > R0 > 0 and P a black-box Hamiltonian as in (2.2).
Let fθ ∈ C2,α([0,∞);R) satisfy

(3.1) fθ(r) ≡ 0 on r ≤ R1, f ′θ(r) ≥ 0, fθ(r) = r tan θ on r ≥ R2,

and define ∆θ as in (1.4). The theory of complex scaling when fθ is smooth is standard (see [DZ19,
§4.5]) but when fθ ∈ C2,α, some modifications to the standard proofs are required. We record
the main outputs of this theory for the operator ∆θ here and provide the general theory for C2,α

scalings in Appendix A.

We now define the complex-scaled operator for a black-box Hamiltonian. With χ ∈ C∞c (B(0, R1))
equal to 1 on B(0, R0), define Pθ : H → H with domain D by

(3.2) Pθu = P (χu) + (−∆θ)((1− χ)u).

Proposition 3.1. Let Pθ, D, and H, 0 ≤ θ < π/2 be as in (3.2). If Im(eiθλ) > 0, then

Pθ − λ2 : D → H



10 JEFFREY GALKOWSKI, DAVID LAFONTAINE, AND EUAN A. SPENCE

is a Fredholm operator of index 0. Moreover, for R0 < R1 and χ ∈ C∞c (B(0, R1)) with χ ≡ 1 on
B(0, R0),

1B(0,R1)(P − λ2)−11B(0,R1) = 1B(0,R1)(Pθ − λ2)−11B(0,R1), Im(eiθλ) > 0.

We also record the following nontrapping estimate on the free resolvent of the scaled problem,
which is proved in §7.

Theorem 3.2. Suppose that fθ is as in (3.1) and 0 < θ < π/2. Then for all ε > 0 there are C > 0
and k0 > 0 such that for k > k0, −1 ≤ m ≤ 0, 0 ≤ s ≤ 2, and ε ≤ θ ≤ π/2− ε,

‖(−∆θ − k2)−1‖Hm→Hs+m ≤ Cks−1.

3.2. From cutoff resolvent estimates estimates to scaled resolvent estimates. We now
prove Theorem 1.6; i.e., we show that an estimate on the cutoff resolvent, χRP (λ)χ, can be
transferred to one on (Pθ − λ2)−1. Since most estimates in the literature are stated for the cutoff
resolvent, this allows us to directly transfer those estimates to the scaled operator.

Lemma 3.3. Suppose there are R > R0 and g : [0,∞)→ (0,∞] such that, for all ρ ∈ C∞c (B(0, R); [0, 1])
with ρ ≡ 1 in a neighborhood of B(0, R0) and k > k0,

(3.3) ‖ρRP (k)ρ‖H→H ≤ g(k).

Then, given ε > 0, there exists C > 0 such that, for ε < θ < π/2− ε, k > k0, and 0 ≤ s ≤ 1,

(3.4) ‖(Pθ − k2)−1‖H→Ds ≤ Ck2sg(k)

Theorem 1.6 follows from Lemma 3.3 taking g(k) = ‖χRP (k)χ‖H→H.

Remark 3.4. Note that one always has ‖ρRP (k)ρ‖H→H ≥ ck−1. Indeed, given ρ ∈ C∞c (B(0, R); [0, 1])
with ρ ≡ 1 in a neighborhood of B(0, R0), let χ ∈ C∞c (B(0, R) \B(0, R0)) with suppχ ⊂ {ρ ≡ 1}.
Let u = χeikx·a for some a ∈ Rd with |a| = 1. Then,

‖(P − k2)u‖H = ‖(−∆− k2)u‖L2 = ‖[−∆, χ]eikx·a‖L2 = ‖(2ik〈∂χ, a〉+ ∆χ)eikx·a‖L2 ≤ ck,

and ‖u‖H ≥ c. Therefore, since suppχ ⊂ {ρ ≡ 1},

‖ρRP (k)ρ(P − k2)u‖H = ‖ρu‖H ≥ ‖u‖H ≥ ck−1‖(P − k2)u‖H.

Proof of Lemma 3.3. The idea of the proof is to approximate (Pθ − k2)−1 away from the black-
box using the free scaled resolvent, and near the black-box using the unscaled resolvent. Let
R̃ := min(R,R1), f ∈ H and χ0, χ1 ∈ C∞c (B(0, R̃)) with χ1 ≡ 1 in a neighborhood of suppχ0 and
χ0 ≡ 1 in a neighborhood of B(0, R0). Let u = (Pθ − k2)−1f and v = (−∆θ − k2)−1(1 − χ1)f .
Then, we define

(Pθ − k2)(u− (1− χ0)v) = f + [−∆, χ0]v − (1− χ0)(1− χ1)f = χ1f + [−∆, χ0]v =: f̃

and observe that f̃ satisfies supp f̃ b B(0, R̃). Let ũ = (Pθ − k2)−1f̃ so that u = ũ + (1 − χ0)v.
By Theorem 3.2,

(3.5) ‖u− ũ‖H = ‖(1− χ0)(−∆θ − k2)−1(1− χ1)f‖H ≤ Ck−1‖f‖H.

Therefore, we need only estimate ũ. By Theorem 3.2 again,

(3.6) ‖f̃‖H ≤ ‖χ1f‖H+ ‖[−∆, χ0]v‖L2 ≤ ‖f‖H+ ‖[−∆, χ0](−∆θ − k2)−1(1−χ1)f‖L2 ≤ C‖f‖H.

Since supp f̃ b B(0, R̃), there is ρ ∈ C∞c (B(0, R̃)) such that ρ ≡ 1 on supp f̃ ∪B(0, R0) and hence

ũ = (Pθ − k2)−1ρf̃ .

Let ρ1 ∈ C∞c (B(0, R̃)) with ρ1 ≡ 1 in a neighborhood of supp ρ. Then,

(−∆θ − k2)(1− ρ1)ũ = (1− ρ1)ρf̃ − [−∆, ρ1]ũ = [ρ1,−∆]ũ,

and thus
(1− ρ1)ũ = (−∆θ − k2)−1[ρ1,−∆]ũ.
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Therefore, for ρ2 ∈ C∞c (B(0, R̃) \B(0, R0)) with ρ2 ≡ 1 on supp ∂ρ1, and ρ3 ∈ C∞c (B(0, R̃)) with
ρ3 ≡ 1 on supp ρ2 ∪ supp ρ1,

‖(1− ρ1)ũ‖L2 = ‖(−∆θ − k2)−1[ρ1,−∆]ρ2ũ‖L2 ≤ C‖ρ2ũ‖L2 = C‖ρ2ρ3(Pθ − k2)−1ρ3ρf̃‖H
= C‖ρ2ρ3RP (k)ρ3ρf̃‖H
≤ Cg(k)‖ρf̃‖H ≤ Cg(k)‖f̃‖H,

where we have used both Theorem 3.2 and the assumption (3.3). Putting this together with

‖ρ1ũ‖H = ‖ρ1ρ3ũ‖H ≤ ‖ρ3(Pθ − k2)−1ρ3ρf̃‖H = ‖ρ3RP (k)ρ3ρf̃‖H ≤ g(k)‖ρf̃‖H ≤ g(k)‖f̃‖H,

we have

‖ũ‖H ≤ Cg(k)‖f̃‖H.

Finally, using (3.5) and (3.6) and the fact that g(k) > ck−1 (by Remark 3.4) completes the proof
of (3.4) for s = 0.

By the definition of ‖ · ‖D (2.3), to obtain the estimate for s = 1, we need to bound ‖Pu‖H.
Let ψi ∈ C∞c (B(0, R1)), i = −1, 0, 1 with ψi ≡ 1 in a neighborhood of B(0, R0), and suppψi ⊂
{ψi+1 ≡ 1}. It is then sufficient to bound ‖Pψ1u‖H and ‖(1 − χ0)u‖H2 . Now, since P = Pθ on
B(0, R1),

(3.7) Pψ1u = k2ψ1u+ ψ1f + [−∆, ψ1]u,

and
(−∆θ − k2)(1− ψ0)u = [∆, ψ0]u+ (1− ψ0)f ;

a priori, we only have u ∈ H, and thus the right-hand side of the last equation is, a priori, only in
H−1. By two applications of Theorem 3.2 (the first with m = −1 and s = 2 and the second with
m = 0 and s = 1),

(3.8) ‖(1− ψ0)u‖H1 ≤ Ck‖u‖H + C‖f‖H.

Since
‖[−∆, ψ1]u‖L2 ≤ C‖(1− ψ0)u‖H1 ,

using (3.8) in (3.7), we have

(3.9) ‖Pψ1u‖H ≤ C
(
k2‖u‖H + ‖f‖H

)
≤ Ck2

(
g(k) + k−2

)
‖f‖H.

If we can show that ∆θ((1− ψ0)u) ∈ L2, then, by elliptic regularity,

(3.10) ‖(1− ψ0)u‖H2 ≤ C
(
‖∆θ(1− ψ0)u‖L2 + ‖u‖H

)
,

with a uniform constant for θ ∈ [ε, π/2− ε]. Exactly the same argument used to prove (3.8) shows
that

(3.11) ‖(1− ψ−1)u‖H1 ≤ Ck‖u‖H + C‖f‖H.

Now
∆θ((1− ψ0)u) = (1− ψ0)(k2u+ f)− [∆θ, ψ0]u,

and

(3.12) ‖[∆θ, ψ0]u‖L2 = ‖[∆, ψ0]u‖L2 ≤ C‖(1− ψ−1)u‖H1 .

Therefore, combining (3.10), (3.11), and (3.12), and using the bound (3.4) with s = 0, we obtain
that

(3.13) ‖(1− ψ0)u‖H2 ≤ C
(
k2‖u‖H + ‖f‖H

)
≤ Ck2

(
g(k) + k−2

)
‖f‖H.

The combination of (3.12) and (3.13) proves the bound (3.4) for s = 1; the bound (3.4) for 0 < s < 1
then follows by interpolation. �
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3.3. The PML operator. In addition to the Fredholm property for Pθ, we need Fredholm
properties for the corresponding PML operator. Let Ωtr b Rd have Lipschitz boundary and
B(0, R1) ⊂ Ωtr. We study the PML operator PDθ − λ2 on Ωtr. That is, we define

(3.14)

H(Ωtr) := HR0 ⊕ L2(Ωtr \B(0, R0)),

D(Ωtr) :=
{
u ∈ H(Ωtr) : for allχ ∈ C∞c (B(0, R1)), χ ≡ 1 on B(0, R0),

χu ∈ D, (1− χ)u ∈ H1
0 (Ωtr), −∆θ((1− χ)u) ∈ L2(Ωtr)

}
,

PDθ u := P (χu) + (−∆θ)((1− χ)u).

We then consider PDθ : H(Ωtr)→ H(Ωtr) with domain D(Ωtr) and norm

(3.15) ‖u‖2D(Ωtr)
= ‖u‖2H(Ωtr)

+ ‖PDθ u‖2H(Ωtr)
, u ∈ D(Ωtr).

Proposition 3.5. Let PDθ , H(Ωtr), and D(Ωtr) be as in (3.14). Then, PDθ −λ2 : D(Ωtr)→ H(Ωtr)
is Fredholm with index 0.

Proposition 3.5 is proved in Appendix A; see Proposition A.12.

4. Elliptic estimates

In this section, we prove the necessary bounds on the solutions to (Pθ − k2)u = f and (PDθ −
k2)v = f for k ∈ R, k � 1. The Carleman estimates in §4.1 describe how both u and v propagate
in the scaling region. The bound in §4.2 (obtained essentially by integration by parts) describes
the behaviour of v in a neighbourhood of Γtr.

It is convenient to use the semiclassical rescaling ~ = k−1 1 and write these equations as

(~2Pθ − 1)u = ~2f, (~2PDθ − 1)v = ~2f,

and we do so throughout the rest of the paper. We use the semiclassically-scaled Sobolev norms
for ` ∈ N defined by

‖u‖2H`~ :=
∑
|α|≤`

‖(~D)αu‖2L2 ,

where D := −i∂. Then, for ` ∈ N, H−`~ = (H`
~)∗ and the norms for s ∈ R are defined by

interpolation. With 〈·〉 := (1 + | · |2)1/2, these norms satisfy

‖u‖Hs~ ∼ ‖〈~D〉
su‖L2 .

4.1. Carleman estimates. We start by proving an exponential estimate for solutions to

(−~2∆θ − 1)u = f,

for u supported in r > R1. Our estimates are proved using Carleman estimates with weight
ψ = ψ(r). To this end, for ψ ∈ C∞([0,∞)), we define

(4.1) Pψ := eψ/~(−~2∆θ − 1)e−ψ/~,

with semiclassical principal symbol

pψ(r, φ, ξr, ξφ) :=
( ξr + iψ′

1 + if ′θ(r)

)2

+
|ξφ|2Sd−1

(r + ifθ(r))2
− 1.

Lemma 4.1. Let ε > 0 and Φθ be as in (1.8). Then there is cε,f > 0 such that for r > R1 + ε
and ε ≤ θ ≤ π/2 − ε, Φθ(r) > cε,f . Moreover, given 0 ≤ a < 1, there is c > 0 such that for all
ε ≤ θ ≤ π/2− ε and r ≥ R1 + ε such that

(4.2) |ψ′(r)| < aΦθ(r),

Pψ is uniformly elliptic in r ≥ R1 + ε; i.e.,

|pψ| ≥ c〈ξ〉2, r ≥ R1 + ε.

1The semiclassical parameter is often denoted by h, but we use ~ to avoid a notational clash with the meshwidth
of the FEM appearing in §1.5.
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Proof. In the following arguments, cf,ε, Cf,ε > 0 are constants depending on f and ε whose values
may change from line to line. Throughout the proof, r > R1 + ε and θ ∈ [ε, π/2− ε].

The solutions, s± to

p̃(s) :=
( s

1 + if ′θ(r)

)2

+
|ξφ|2

(r + ifθ(r))2
− 1 = 0

are given by

s± = ±(1 + if ′θ(r))

√
1− |ξφ|2

(r + ifθ(r))2
.

The definition of Φθ(r) (1.8) then implies that

(4.3) Φθ(r) = inf
|ξφ|≥0

min
{
| Im s+|, | Im s−|

}
.

By considering the real and imaginary parts of p̃(s), we find that,

|p̃(s)| ≥ cf,ε
(
|Re s|2 + |ξφ|2/r2 + 1

)
, Im s = 0,

where we have used the particular form of fθ(r), i.e., fθ(r) = f(r) tan θ and the fact that θ ∈
[ε, π/2− ε] to get uniformity in θ. Therefore, since there exists cf,ε > 0 such that,

|∂sp̃| ≤ cf,ε|s|,
there is cf,ε > 0 such that

(4.4) |p̃(s)| ≥ cf,ε
(
|Re s|2 + |ξφ|2/r2 + 1

)
, | Im s| ≤ cf,ε,

and in particular, | Im s±| > cf,ε. Therefore, by (4.3), Φθ(r) > cf,ε.

Hence, if | Im s| < aΦθ(r), then

min
±
|s− s±| > cf,ε(1− a).

In particular, since

|∂sp̃(s±)| =
∣∣∣ 2s±
(1 + if ′θ(r))

2

∣∣∣ ≥ cf,ε,
and

|∂2
s p̃(s)| =

1

|1 + if ′θ|2
≤ Cf,ε,

there is ca,f,ε > 0 such that
|p̃(s)| ≥ ca,f,ε.

Finally, observe that there is Cf,ε > 0 such that, for |Re s|2 + |ξφ|2/r2 ≥ Cf,ε,

|p̃(s)| ≥ C−1
f,ε

(
|Re s|2 + |ξφ|2/r2 + 1

)
.

Together, we have shown that for | Im s| < aΦθ(r),

|p̃(s)| ≥ ca,f,ε
(
|Re s|2 + |ξφ|2/r2 + 1

)
and the claim follows. �

In the rest of the paper we use the notation that (a, b)r := B(0, b) \B(0, a).

Lemma 4.2. Let ε > 0, η > 0. Then there are C > 0, ~0 > 0, and 0 < η̃ < ε/6 such that for all
ε ≤ θ ≤ π/2− ε, δ > ε, u ∈ L2, 0 < ~ < ~0,

(4.5) ‖u‖H2
~(R1+δ−2η̃,R1+δ−η̃)r ≤ C‖(−~

2∆θ − 1)u‖L2(R1,R1+δ)r

+ C exp
(
− (1− η)

~

∫ R1+δ

R1

Φθ(s) ds
)
~‖u‖H1

~(R1,R1+η̃)r + C~‖u‖H1
~(R1+δ−η̃,R1+δ)r ,

and

(4.6) ‖u‖H2
~(R1+δ−2η̃,∞)r ≤ C‖(−~

2∆θ − 1)u‖L2(R1,∞)r

+ C exp
(
− (1− η)

~

∫ R1+δ

R1

Φθ(s) ds
)
~‖u‖H1

~(R1,R1+η̃)r .
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R1 R1 + η̃ R1 + δ − η̃

χ1χ2χ− χ+

ψ(t) ≤ −(1 − η)
∫R1+δ
R1

Φθ(r)dr ψ(t) = 0

︸ ︷︷ ︸ ︸ ︷︷ ︸
R1 + 2η̃ R1 + δ − 2η̃ R1 + δ

Figure 4.1. The cut-off functions and behaviour of the function ψ(t) in the proof
of Lemma 4.2. Although η̃ appears large here (for readability), we emphasise that
η̃ � δ.

Proof. Let Pψ be as in (4.1). To prove the lemma, we construct a ψ satisfying (4.2) with a = 1− η̃
for some, not yet specified, η̃. Let ψ0 ∈ C∞c ((2η̃, δ − 2η̃); [0, 1]) with ψ0 ≡ 1 on (3η̃, δ − 3η̃).
Then, let 0 ≤ Φ̃θ(r) ∈ C∞ with (1 − 2η̃)Φθ(r) ≤ Φ̃θ(r) ≤ (1− η̃)Φθ(r) on [R1 + η̃,∞) and
supp Φ̃θ ⊂ (R1 + η̃/2,∞). Then define

(4.7) ψ(t) = −
∫ ∞
t

Φ̃θ(s)ψ0(s−R1) ds,

and choose 0 < η̃ < ε/6 small enough such that

(4.8) −
∫ ∞
−∞

Φ̃θ(s)ψ0(s−R1) ds ≤ −(1− η)

∫ R1+δ

R1

Φθ(s) ds;

note that this choice can be made uniformly in δ > ε. By (4.7) and the support properties of ψ0,

|ψ′(t)| = Φ̃θ(t)|ψ0(t−R1)| ≤ (1− η̃)Φθ(t),

so that, by Lemma 4.1, |pψ| ≥ c〈ξ〉2, for all t. In addition

(4.9) ψ(t) = −
∫ ∞
−∞

Φ̃θ(s)ψ0(s−R1) ds, t−R1 ≤ 2η̃, and ψ(t) = 0, t−R ≥ δ − 2η̃,

see Figure 4.1, and
|∂αψ(t)| ≤ Cαη̃ε for all t.

To prove (4.5), let χ1, χ2 ∈ C∞c (R,R+ δ) with χ1 ≡ 1 in a neighborhood of [R1 + η̃, R1 + δ− η̃],
χ2 ≡ 1 on suppχ1. Let χ− ∈ C∞c ((R1, R1 + η̃)), χ+ ∈ C∞c (R1 + δ − η̃, R + δ)) with χ− + χ+ ≡ 1
on supp(χ2 − χ1); see Figure 4.1.

Now,
Pψ = Op~(p0,ψ) + ~Op~(p1,ψ).

with p0,ψ ∈ C1,αS2, p1,ψ ∈ C0,αS1, and

|p0,ψ| ≥ cεη̃〈ξ〉2.

Let ρ = 1
1+α . Then, by Lemmas B.6 and B.7, there is p~,ψ satisfying

|∂γx∂
β
ξ p~,ψ(x, ξ)| ≤ Cεη̃γβ~−ργ〈ξ〉m−|β|+ργ ,

and
‖Op~(p~,ψ)− Pψ‖H1

~→L2 ≤ Cεη̃~.

By a standard elliptic-parametrix construction for p~ in an exotic symbol class (see Theorem
B.2 for the standard elliptic-parametrix construction and [Tay96, §7.3-7.4] for the construction in
exotic calculi), there is E : L2 → H2

~ , such that

χ1 = EOp~(p~,ψ) +O(~∞)Ψ−∞ .
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Moreover, both E and the error are uniform over δ ≥ ε, ε ≤ θ ≤ π/2− ε. Therefore,

(4.10)

χ1e
ψ/~u = χ1χ2e

ψ/~u = EOp~(p~,ψ)χ2e
ψ/~u+Oη̃ε(~∞)Ψ−∞χ2e

ψ/~u

= E(Pψ + (Op~(p~,ψ)− Pψ))χ2e
ψ/~u+Oη̃ε(~∞)Ψ−∞χ2e

ψ/~u

= Eχ2e
ψ/~f − Eeψ/~[~2∆θ, χ2]u+Oη̃ε(~)H1

~→H
2
~
χ2e

ψ/~u,

where f := (−~2∆θ − 1)u. Therefore, since ∂χ2 is supported where χ+ + χ− = 1,

(4.11) ‖χ1e
ψ/~u‖H2

~
≤ C‖χ2e

ψ/~f‖L2 + C~‖χ−eψ/~u‖H1
~

+ C~‖χ+e
ψ/~u‖H1

~
+ C~‖χ2e

ψ/~u‖H1
~
.

Since χ2 = (χ2 − χ1) + χ1 and χ+ + χ− = 1 on supp(χ2 − χ1),

(4.12) ‖χ2e
ψ/~u‖H1

~
≤ C‖χ−eψ/~u‖H1

~
+ C‖χ+e

ψ/~u‖H1
~

+ ‖χ1e
ψ/~u‖H1

~
.

Combining (4.11) and (4.12) and taking ~ sufficiently small (depending only on η and ε), we have

(4.13) ‖χ1e
ψ/~u‖H2

~
≤ C‖χ2e

ψ/~f‖L2 + C~‖χ−eψ/~u‖H1
~

+ C~‖χ+e
ψ/~u‖H1

~
.

Then, since ψ ≤ −(1−η)
∫ R1+δ

R1
Φθ(s)ds on suppχ− (by (4.8) and (4.9); see Figure 4.1), and ψ ≤ 0

everywhere (and thus, in particular, on suppχ+),

‖χ1e
ψ/~u‖H2

~
≤ C‖χ2e

ψ/~f‖L2 + C exp
(
− (1− η)

~

∫ R1+δ

R1

Φθ(s)ds
)
~‖χ−u‖H1

~
+ C~‖χ+u‖H1

~
.

The lemma now follows since χ1 ≡ 1 and ψ ≡ 0 on (R1 +δ−2η̃, R1 +δ− η̃), suppχ− ⊂ (R1, R1 + η̃),
and suppχ+ ⊂ (R1 + δ − η̃, R1 + δ), and ψ ≤ 0 everywhere.

To prove (4.6), we make the same argument as above except that χ1, χ2 ∈ C∞(R1,∞) with
χ1 ≡ 1 in a neighborhood of [R1 + η̃,∞), χ2 ≡ 1 on suppχ1, and χ+ = 0. �

Next, we need an elliptic estimate away from the support of the right hand side.

Lemma 4.3. Let ε, η > 0. Then there are C > 0, ~0 > 0, and 0 < η̃ < ε/6 such that for all
ε ≤ θ ≤ π/2− ε, ε < s < δ − ε, δ > 2ε and all u ∈ L2 satisfying

(−~2∆θ − 1)u = f

with supp f ∩ (R1, R1 + δ)r ⊂ (R1 + δ − η̃, R1 + δ)r, and all 0 < ~ < ~0,

(4.14) ‖u‖H2
~(R1+s−2η̃,R1+s+2η̃)r ≤ C exp

(
− (1− η)

~

∫ R1+s

R1

Φθ(r) dr
)
~‖u‖H1

~(R1,R1+η̃)r

+ C exp
(
− (1− η)

~

∫ R1+δ

R1+s

Φθ(r) dr
)(
‖f‖L2 + ~‖u‖H1

~(R1+δ−η̃,R1+δ)r

)
.

(Note that, since η̃ < ε/6 and s < δ − ε, R1 + s+ 2η̃ < R1 + δ − η̃, the norm on the left-hand side
of (4.14) is indeed away from supp f .)

Proof. As in the proof of Lemma 4.2, we use a Carleman estimate with Pψ as in (4.1). Let
ψ− ∈ C∞c ((2η̃, s − 2η̃); [0, 1]) with ψ− ≡ 1 on (3η̃, s − 3η̃), and ψ+ ∈ C∞c ((s + 2η̃, δ − 2η̃; [0, 1]))

with ψ+ ≡ 1 on (s+ 3η̃, δ− 3η̃). Then, exactly as in the proof of Lemma 4.2, let 0 ≤ Φ̃θ(r) ∈ C∞
with (1− 2η̃)Φθ(r) ≤ Φ̃θ(r) ≤ (1− η̃)Φθ(r) on [R1 + η̃,∞) and supp Φ̃θ ⊂ (R1 + η̃

2 ,∞), for some,
not yet specified, η̃. Let

(4.15) ψ(t) =

∫ t

R1+s

(ψ−(r −R1)− ψ+(r −R1))Φ̃θ(r) dr,

and choose 0 < η̃ < ε/6 such that

(4.16) −
∫ ∞
R1+s

ψ+(r −R1)Φ̃θ(r) dr ≤ −(1− η)

∫ R1+δ

R1+s

Φθ(r) dr,

and

(4.17) −
∫ R1+s

−∞
ψ−(r −R1)Φ̃θ(r) dr ≤ −(1− η)

∫ R1+s

R1

Φθ(r) dr;
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R1 R1 + η̃ R1 + δ − η̃

χ1χ2χ− χ+

R1 + 2η̃ R1 + δ − 2η̃

︸ ︷︷ ︸ ︸ ︷︷ ︸︸ ︷︷ ︸
ψ(t) ≤ −(1 − η)

∫R1+s
R1

Φθ(r)dr ψ(t) = 0 ψ(t) ≤ −(1 − η)
∫R1+δ
R1+s Φθ(r)dr

R1 + s− 2η̃ R1 + s+ 2η̃ R1 + δ

Figure 4.2. The cut-off functions and behaviour of the function ψ(t) in the proof
of Lemma 4.3. Although η̃ appears large here (for readability), we emphasise that
η̃ � δ.

note that this choice can be made uniformly in δ > 2ε and ε < s < δ−ε. By (4.15) and the support
properties of ψ− and ψ+,

|ψ′(t)| ≤
(
|ψ−(t−R1)|+ |ψ+(t−R1)|

)
Φ̃θ(t) ≤ (1− η̃)Φθ(t),

and

ψ(t) ≡ −
∫ ∞
R1+s

ψ+(r −R1)Φ̃θ(r) dr, t−R1 ≥ δ − 2η̃,(4.18)

ψ(t) ≡ 0, s− 2η̃ ≤ t−R1 ≤ s+ 2η̃,

ψ(t) ≡ −
∫ R1+s

−∞
ψ−(r −R1)Φ̃θ(r) dr, t−R1 ≤ 2η̃;(4.19)

see Figure 4.2.

To prove the lemma, let χ1, χ2, χ−, χ+ be as in the proof of Lemma 4.2, i.e., χ1, χ2 ∈ C∞c (R1, R1+
δ) with χ1 ≡ 1 in a neighborhood of [R1 + η̃, R1 + δ − η̃], χ2 ≡ 1 on suppχ1, and χ− ∈
C∞c ((R1, R1 + η̃)), χ+ ∈ C∞c (R1 + δ − η̃, R1 + δ)) with χ− + χ+ ≡ 1 on supp(χ2 − χ1). Ap-
plying the same argument as in the proof of Lemma 4.2, we obtain

χ1e
ψ/~u = Eχ2e

ψ/~f − Eeψ/~[~2γ2
θ∆, χ2]u+Oη̃ε(~)H1

~→H
2
~
eψ/~χ2u

(see (4.10)). Arguing exactly as before, we obtain (4.13). Therefore, since ψ ≤ −(1−η)
∫ R1+s

R1
Φθ(r) dr

on suppχ− (by (4.17) and (4.19)) and ψ ≤ −(1−η)
∫ R1+δ

R1+s
Φθ(r) dr on suppχ+∪ supp f (by (4.16)

and (4.18)),

‖χ1e
ψ/~u‖H2

~
≤ C exp

(
− (1− η)

~

∫ R1+s

R1

Φθ(r) dr
)
~‖χ−u‖H1

~

+ C exp
(
− (1− η)

~

∫ R1+δ

R1+s

Φθ(r) dr
)(
‖f‖L2 + ~‖χ+u‖H1

~

)
.

The bound (4.14) now follows using the support properties of χ± and the facts that χ1 ≡ 1 and
ψ ≡ 0 on (R1 + s− 2η̃, R+ s+ 2η̃). �

4.2. Estimate on the PML solution near the boundary.

Lemma 4.4. For any ε > 0, there exists ~0 > 0 and C > 0 so that for any ε < θ < π/2− ε, Rtr >
R1 + ε, B(0, R1) b Ωtr ⊂ Rd with Lipschitz boundary, if v ∈ L2 is supported in Ωtr \B(0, R1 + ε)
and v = 0 on ∂Ωtr, then, for all 0 < ~ ≤ ~0,

‖v‖H1
~(Ωtr) ≤ C(ε)‖(~2PDθ − 1)v‖L2(Ωtr).(4.20)
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Proof. We use results from Appendix A, and use that, by Lemma A.4, F ′′θ (x) ≥ δ(ε) > 0 in the
sense of quadratic forms for x ∈ supp v. Since v is zero in a neighbourhood of B(0, R0)

(4.21) 〈(~2PDθ − 1)v, v〉L2(Ωtr) =
〈
(−~2∆θ − 1)v, v

〉
L2(Ωtr)

.

However, by (A.7) and (A.8),

(4.22) 〈(−~2∆θ − 1)v, v〉L2 = ‖w‖2L2 − ‖F ′′θ (x)w‖2L2 − 2i〈F ′′θ (x)w,w〉+ ~〈Aθ(x)~∂xv, v〉 − ‖v‖2L2 ,

where Aθ(x) ∈ C0,α and w := (I +F ′′θ (x)2)−1~∂xv. Taking the imaginary part of (4.22) and using
the fact that F ′′θ (x) ≥ δ(ε) > 0 for x ∈ supp v, and then using (4.21), we obtain that

‖~∂xv‖2L2 ≤ C‖w‖2L2 ≤ C〈F ′′θ (x)w,w〉 ≤ C
∣∣∣ Im〈(−~2∆θ − 1)v, v〉

∣∣∣+ C
∣∣∣ Im ~〈Aθ(x)~∂xv, v〉

∣∣∣
≤ C‖(~2PDθ − 1)v‖L2‖v‖L2 + C~‖~∂xv‖L2‖v‖L2 ,(4.23)

where C depends a-priori on θ. Now taking the real part of (4.22), we get

(4.24) ‖v‖2L2 ≤ C‖~∂xv‖2L2 + C‖(~2PDθ − 1)v‖L2‖v‖L2 + C~‖~∂xv‖L2‖v‖L2 .

Thus, combining (4.23) and (4.24), we have

‖v‖2H1
~
≤ C‖(~2PDθ − 1)v‖L2‖v‖L2 + C~‖~∂xv‖L2‖v‖L2 .

With Fθ and fθ related by (A.2), and fθ(r) = f(r) tan θ satisfying (3.1), all the implicit constants
appearing above depend continuously on tan θ. Hence, for ε < θ < π/2 − ε, there is C(ε) > 0,
depending only on ε, such that

‖v‖2H1
~
≤ C(ε)

[
‖(~2PDθ − 1)v‖L2‖v‖L2 + ~‖~∂xv‖L2‖v‖L2

]
;

the bound (4.20) then follows by taking ~ > 0 small enough depending only on ε. �

5. Proof of Theorems 1.4 and 1.5 (the main results in the black-box setting)

Proof of Theorem 1.5. The overall idea is to use the elliptic estimates in §4 to bound v near Γtr

in terms of v away from Γtr and the data f , and then use Lemma 3.3 to bound v away from Γtr.
First, by (4.5) (from Lemma 4.2) with δ = Rtr −R1, there is 0 < η̃ < ε/6 such that

(5.1)
‖v‖H2

~(Rtr−2η̃,Rtr−η̃)r ≤ C~
2‖f‖L2(R1,Rtr)r

+ C exp
(
− (1− η)

~

∫ Rtr

R1

Φθ(r) dr
)
~‖v‖H1

~(R1,R1+η̃)r + C~‖v‖L2(Rtr−η̃,Rtr)r .

Let χ ∈ C∞c (Rd \B(0, Rtr − 2η̃)) with χ ≡ 1 on Ωtr \B(0, Rtr − η̃). Then, by Lemma 4.4

(5.2)
‖v‖H1

~(Ωtr\B(0,Rtr−η̃)) ≤ ‖χv‖H1
~(Ωtr) ≤ C~

2‖(Pθ − k2)χv‖L2(Ωtr)

≤ C(~2‖χf‖L2(Ωtr) + ‖[−~2∆θ, χ]v‖L2(Ωtr)).

Combining (5.1) and (5.2), using that the derivatives of χ are uniform in Rtr ≥ R2 + ε, and
supp ∂χ ⊂ B(0, Rtr − η̃) \B(0, Rtr − 2η̃), and shrinking ~0 if necessary, we have
(5.3)

‖v‖H1
~(Ωtr\B(0,Rtr−2η̃) ≤ C~2‖f‖L2(Ωtr\B(0,R1))+C exp

(
− (1− η)

~

∫ Rtr

R1

Φθ(r) dr
)
~‖v‖H1

~(R1,R1+η̃)r .

Next, let χ1 ∈ C∞c (B(0, Rtr)) with χ1 ≡ 1 on B(0, Rtr − 2η̃). Then,

(~2Pθ − 1)χ1v = ~2χ1f + [~2Pθ, χ1]v = ~2χ1f + [−~2∆θ, χ1]v.

Now, by (5.3),

‖[χ1,−~2∆θ]v‖H ≤ C~‖v‖H1
~(Rtr−2η̃,Rtr)r

≤ C~3‖f‖L2(Ωtr\B(0,R1)) + C exp
(
− (1− η)

~

∫ Rtr

R1

Φθ(r) dr
)
~2‖v‖H1

~(R1,R1+η̃)r .
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Therefore, by Lemma 3.3, with g(k) = ‖χRP (k)χ‖H→H,
‖χ1v‖D = ‖(Pθ − k2)−1(χ1f + [χ1,−∆θ]v)‖D

≤ Ck2g(k)
(
‖f‖H + exp

(
− k(1− η)

∫ Rtr

R1

Φθ(r) rdr
)
‖v‖H1

~(R1,R1+η̃)r

)
.

Similarly,

‖χ1v‖H = ‖(Pθ − k2)−1(χ1f + [χ1,−h2∆θ]v)‖H

≤ Cg(k)
(
‖f‖H + exp

(
− k(1− η)

∫ Rtr

R1

Φθ(r) rdr
)
‖v‖H1

~(R1,R1+η̃)r

)
.

By the definition of θ0(P, J,Rtr) (1.9), the fact that θ > θ0 + ε, and the fact that Φθ(r) is a
continuous function of (r, θ) by Lemma 1.3, shrinking η > 0 if necessary, we have that Λ(P, J) −
(1− η)

∫ Rtr

R1
Φθ(r) dr < −cε < 0. Then, using the definition of Λ(P, J) (1.16), and choosing k large

enough, depending only on ε and η, we have

(5.4) ‖χ1v‖H + k−2‖χ1v‖D ≤ Cg(k)‖f‖H.
The definition of χ1 and interpolation imply that

‖v‖H1
~(R1,R1+η̃)r ≤ C

(
‖χ1v‖H + k−2‖χ1v‖D

)
,

and thus combining this, (5.4), and (5.3), we obtain that

‖v‖H(Ωtr) ≤ Cg(k)‖f‖H for all k ≥ k0.

Since ‖PDθ v‖H(Ωtr) = k2‖v‖H(Ωtr) + ‖f‖H(Ωtr), the result (1.20) then follows from the definition of
‖v‖D(Ωtr) (3.15). �

Proof of Theorem 1.4. To avoid writing ‖χRP (k)χ‖H→H repeatedly, we let g(k) : [0,∞)→ (0,∞]
be such that, for all χ ∈ C∞c (B(0, R1); [0, 1]),

‖χRP (k)χ‖H→H ≤ g(k) for all k ≥ k1.

Given ε > 0, η > 0, let η̃ equal the minimum of the η̃s from Lemmas 4.2 and 4.3. Let v =
(PDθ − k2)−1f and u = (Pθ − k2)−1f . By (5.3), together with the fact that f is supported in
B(0, R1),

(5.5) ‖v‖H1
~(Ωtr\B(0,Rtr−2η̃)) ≤ C exp

(
− (1− η)

~

∫ Rtr

R1

Φθ(r) dr
)
~‖v‖H1

~(R1,R1+η̃)r .

Moreover, using (4.6),

(5.6) ‖u‖H1
~(Ωtr\B(0,Rtr−2η̃)) ≤ C exp

(
− (1− η)

~

∫ Rtr

R1

Φθ(r) dr
)
~‖u‖H1

~(R1,R1+η̃)r .

Therefore, by Theorem 1.5 and Lemma 3.3,
(5.7)

‖v‖H1
~(Ωtr\B(0,Rtr−2η̃) + ‖u‖H1

~(Ωtr\B(0,Rtr−2η̃) ≤ C exp
(
− (1− η)

~

∫ Rtr

R1

Φθ(r) dr
)
~g(~−1)‖f‖H.

Let δ = Rtr −R1, let ε < s < δ − ε to be chosen and let χ1 ∈ C∞c (B(0, Rtr); [0, 1]) with χ1 ≡ 1
on B(0, Rtr − η̃). Since (−~2∆θ − 1)(χ1(u− v)) = [−~2∆θ, χ1](u− v) and

supp[−~2∆θ, χ1](u− v) ⊂ B(0, Rtr) \B(0, Rtr − η̃),

we can apply Lemma 4.3 to χ1(u− v) and obtain

(5.8) ‖u− v‖H2
~(R1+s−2η̃,R1+s+2η̃)r ≤ C exp

(
− (1− η)

~

∫ R1+s

R1

Φθ(r) dr
)
~‖u− v‖H1

~(R1,R1+η̃)r

+ C exp
(
− (1− η)

~

∫ Rtr

R1+s

Φθ(r) dr
)
~‖u− v‖H1

~(Rtr−η̃,Rtr)r .

Let χ2 ≡ 1 on B(0, R1 + s− 2η̃) with suppχ2 ⊂ B(0, R1 + s+ 2η̃). Then

(5.9) (−h2∆θ − 1)(χ2(u− v)) = [−h2∆θ, χ2](u− v).
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Hence, by Lemma 3.3, (5.8), and (5.7)

‖χ2(u− v)‖H + ~2‖χ2(u− v)‖D
≤ Cg(~−1)~‖u− v‖H1

~(R1+s−2η̃,R1+s+2η̃)r

≤ Cg(~−1)~2

(
C exp

(
− (1− η)

~

∫ R1+s

R1

Φθ(r) dr
)
‖u− v‖H1

~(R1,R1+η̃)r

+ C exp
(
− (1− η)

~

∫ Rtr

R1+s

Φθ(r) dr
)
‖u− v‖H1

~(Rtr−η̃,Rtr)r

)
≤ Cg(~−1)~2

(
exp

(
− (1− η)

~

∫ R1+s

R1

Φθ(r) dr
)
‖u− v‖H1

~(R1,R1+η̃)r

+ C~g(~−1) exp
(
− (1− η)

~

[ ∫ Rtr

R1+s

Φθ(r) dr +

∫ Rtr

R1

Φθ(r) dr
])
‖f‖H

)
(5.10)

Exactly as in the end of the proof of Theorem 1.5, by the definition of θ0 (1.9), the fact that
θ > θ0 + ε, and the fact that Φθ(r) is a continuous function of (r, θ) shrinking η > 0 if necessary,
we have that Λ(P, J)− (1− η)

∫ Rtr

R1
Φθ(r) dr < −cε < 0. We can now choose s (shrinking η further

if necessary) with ε < s < δ − ε and

Λ(P, J,Rtr)− (1− η)

∫ R1+s

R1

Φθ(r) dr < −cε.

Then, using the definition of Λ(P, J,Rtr) (1.16), and choosing k large enough, depending only on
ε and η, we can absorb the term involving ‖u − v‖H1

~(R1,R1+η̃)r on the right-hand side of (5.10)
into the left-hand side.

The result (1.19) now follows from the fact that 1B(0,R1)u = 1B(0,R1)(Pθ − k2)−11B(0,R1)f =
1B(0,R1)RP (k)1B(0,R1)f by Proposition 3.1 and shrinking η if necessary. �

6. Proof of Theorem 1.2 (relative-error estimate for scattering by a plane wave)

Recall that Ω− ⊂ Rd is bounded and open with connected open complement, Ωtr,+ = Ωtr \ Ω−
is such that B(0, Rtr) ⊂ Ωtr for some R1 < Rtr. Let uS and vS be the solutions to (1.1) and (1.3),
respectively, and let uI(x) := exp(ix · a/~).

The key ingredient for the proof of Theorem 1.2, on top of the result of Theorem 1.4, is the
following lemma.

Lemma 6.1. Let R0 > 0 be such that Ω− b B(0, R0). Given R > R0 there is C > 0 and ~0 such
that, for 0 < ~ < ~0,

‖uI‖L2(B(0,R)) ≤ C‖uI + uS‖L2(B(0,R)\Ω−).

Proof. First observe that if

‖uS‖L2(B(0,R)\Ω−) ≥ 2‖uI‖L2(B(0,R)),

then the claim follows from the triangle inequality. Therefore, without loss of generality, we can
assume that ‖uS‖L2(B(0,R)\Ω−) ≤ C <∞. Under this assumption, the argument involving the free
resolvent in [GSW20, Proof of Lemma 3.2] shows that, for any compact set K ⊂ Rd,

‖uS‖L2(K\Ω−) ≤ CK .

We now show that, for any r > 0 and ϕ ∈ C∞c (Rd ×Rd;R) satisfying
∫
Rd ϕ

2(x, a) dx > 0, there
exists CR,ϕ > 0 such that, for ~ > 0 sufficiently small,

(6.1) ‖uI‖L2(B(0,R)) ≤ CR,ϕ‖Op~(ϕ)uI‖L2 .

Observe that, by the Fourier inversion fromula, for any ψ ∈ C∞c (Rd × Rd),

(6.2) 〈Op~(ψ)uI , uI〉 =

∫
Rd
ψ(x, a) dx.
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Now, let φ ∈ C∞c (Rd) be such that 0 ≤ φ ≤ 1, φ = 1 in B(0, R) and is supported in B(0, 2R).
Using (6.2), we obtain

‖uI‖2L2(B(0,R)) ≤ ‖φu
I‖2L2 =

∫
Rd
φ2(x)dx ≤ |B(0, 2R)|.

On the other hand, again using the Fourier inversion formula,

‖Op~(ϕ)uI‖2L2 =

∫
Rd
ϕ2(x, a) dx,

and thus (6.1) follows with

C2
R,ϕ := 2|B(0, 2R)|

(1

2

∫
Rd
ϕ2(x, a) dx

)−1

.

Let x0 ∈ ∂B(0, R0+R
2 ) and V ⊂ T ∗Rd be such that

(x0, a) ∈ V, V ⊂
{

(x, ξ) : 〈x, ξ〉 < 0
}
∩ T ∗

(
B(0, r)\B(0, R0)

)
;

i.e., a is an “incoming” direction at x0. We take ϕ ∈ C∞c (Rdξ), χ ∈ C∞c (Rdx) so that suppχ ⊂
B(0, R)\B(0, R0), suppϕ(ξ)χ(x) ⊂ V , and ϕ = 1 near a, χ = 1 near x0. Letting ψ(x, ξ) :=
ϕ(ξ)χ(x) and using (6.1) we get

(6.3) ‖uI‖L2(B(0,R)) ≤ CR,ψ‖Op~(ψ)uI‖L2 .

We now write

(6.4) Op~(ψ)uI = Op~(ψ)(uI + uS)−Op~(ψ)uS .

By, e.g., [GLS21, Lemma 3.4], WF~(uS) ∩ {(x, ξ) : 〈x, ξ〉 < 0, |x| > R0} = ∅. Therefore, by, e.g.,
[DZ19, Proposition E.38],

WFh(Op~(ψ)uS) ⊂ suppψ ∩WF~(uS) = ∅.
By the definition of WFh (see §B) and the fact that uS is uniformly bounded in L2

loc, there is
C > 0 such that, for ~ sufficiently small,

‖Op~(ψ)uS‖L2 ≤ C~.
Now, by (6.2),

‖uI‖L2(B(0,R)) ≥
1

2
|B(0, R)|.

Therefore, with C ′ := C
(

1
2 |B(0, R)|

)−1, for ~ sufficiently small,

‖Op~(ψ)uS‖L2 ≤ C ′~‖uI‖L2(B(0,R)).

Combining this last inequality with (6.3) and (6.4) and then using the fact that ϕ(hDx) ∈ Ψ∞

together with the support properties of χ, we obtain that, for ~ sufficiently small,

‖uI‖L2(B(0,R)) ≤ C‖Op~(ψ)(uI + uS)‖L2 ≤ C‖uI + uS‖L2(B(0,R)\B(0,R0)),

and the proof is complete. �

Remark 6.2. The proof below shows that for any 0 < R ≤ R1 such that Ω− b B(0, R) we can
replace the relative error

‖uS − vS‖H1(B(0,R1)\Ω−)

‖uS + eikx·a‖L2(B(0,R1)\Ω−)
by

‖uS − vS‖H1(B(0,R1)\Ω−)

‖uS + eikx·a‖L2(B(0,R)\Ω−)

in Theorem 1.2.

Proof of Theorem 1.2. Let 0 < R0 < R ≤ R1 be such that Ω− b B(0, R0) and let χ ∈ C∞c (Rd) be
such that χ = 1 near B(0, R0) and suppχ b B(0, R). Observe that uS +χuI and vS +χuI satisfy,
respectively,

(6.5)


(−~2∆− 1)(uS + χuI) = [−~2∆, χ]uI in Rd\Ω−,
B(uS + χuI) = 0 on Γ−,

uS + χuI is outgoing,
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and

(6.6)


(−~2∆θ − 1)(vS + χuI) = [−~2∆θ, χ]uI in Rd\Ω−,
B(vS + χuI) = 0 on Γ−,

vS + χuI = 0 on Γtr.

Hence, by Theorem 1.4, there are C, h0 > 0 such that, with θ0 given by (1.9), for θ0+ε ≤ θ < π/2−ε
and any 0 < ~ < ~0,

‖(uS + χuI)− (vS + χuI)‖H1
~(Ωtr\Ω−)

≤ C exp

(
− k
(

(2− η)

∫ Rtr

R1

Φθ(r) dr − 3Λ(P, J)
))
‖[−~2∆, χ]uI‖L2(Ωtr\Ω−).(6.7)

Since ~∇uI = iauI ,

(6.8) ‖[−~2∆, χ]uI‖L2(Ωtr\Ω−) ≤ C~‖uI‖H1
~(B(0,R)) ≤ C~‖uI‖L2(B(0,R)).

We now apply Lemma 6.1. We obtain, reducing ~0 again if necessary, that for 0 < ~ < ~0,

(6.9) ‖uI‖L2(B(0,R)) ≤ C‖uI + uS‖L2(B(0,R)\Ω−)

The result (1.10) then follows by combining (6.7), (6.8), and (6.9). �

7. Nontrapping estimate on the free resolvent with rough scaling

The goal of this section is to prove Theorem 3.2. This section uses notions of rough semiclassical
pseudo-differential operators recapped in §B.2. We first prove a propagation result.

Lemma 7.1. Assume that Q ∈ C1,αΨ2 + ~C0,αΨ1 is such that, for any w ∈ H2
~,

(7.1) 〈ImQw,w〉 ≤ C0~‖w‖2
H

1
2
~

,

and that σ~(Q)→ q with q satisfying

(7.2) |q(x, ξ)| ≥ c|ξ|2, |ξ| ≥ C.
Given f ∈ L2, with ‖f‖L2 ≤ C ′ with C ′ independent of ~, let u satisfy Qu = ~f . Let u have defect
measure µ as ~ → 0 (in the sense of (B.3)) and let u and f have joint measure µj (in the sense
of (B.4)).

Then, (i) the measure µ is supported in {q = 0}, (ii) for b ∈ S1 and χ ∈ C∞c , as ~→ 0,

(7.3) ‖Op~(b)χu‖2L2 → µ(|b|2χ2),

and (iii) for any real-valued a ∈ C∞c (T ∗Rd),
(7.4) µ(HRe qa

2 + C0〈ξ〉a2) ≥ −2 Imµj(a2).

Proof. The fact that suppµ ⊂ {q = 0} and (7.3) are shown in [GSW20, Proof of Lemma 3.6], where
the only assumptions used are that (a) the operator associated to the equation is in C1,αΨ2 +
~C0,αΨ1 and (b) the principal symbol satisfies the bound (7.2). We therefore only have to show
(7.4).

Let A := Op~(a). Following the calculations in [GMS21, Equation 2.32], we have

−2~−1 Im〈A∗Au,Qu〉 = ~−1 Im
〈
(A∗AReQ− ReQA∗A)u, u

〉
+ 2~−1 Re

〈
A∗A ImQu, u

〉
= ~−1 Im

〈
[A∗A,ReQ]u, u

〉
+ 2~−1 Re

〈
ImQAu,Au

〉
+ 2~−1 Re

〈
A∗[A, ImQ]u, u

〉
.

≤ ~−1 Im
〈
[A∗A,ReQ]u, u

〉
+ 2C0‖Au‖2

H
1
2
~

+ 2~−1 Re
〈
A∗[A, ImQ]u, u

〉
.(7.5)

by (7.1). We now examine each of the terms in (7.5), starting with the term on the left-hand side.
By (B.2) and the fact that a is real, σ~(A∗A) = a2; using this and the fact that f is bounded in
L2 uniformly in ~, we have∣∣2~−1 Im〈

(
A∗A−Op~(a2)

)
u,Qu〉

∣∣ ≤ 2‖A∗A−Op~(a2)‖L2‖f‖L2 → 0;
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hence, by the definition of µj (B.4), as ~→ 0,

(7.6) − 2~−1 Im〈A∗Au,Qu〉 = −2 Im〈Op~(a2)u, f〉+ o(1)→ −2 Imµj(a2).

For the first term on the right-hand side of (7.9), by Lemma B.5, as ~→ 0,

(7.7) ~−1 Im〈[A∗A,ReQ]u, u〉 → µ(HRe qa
2),

By the definition of µ (B.3) and of the semi-classical Sobolev norms, as ~→ 0,

(7.8) ‖Au‖2
H

1
2
~

→ µ(〈ξ〉a2)

By Lemma B.5 and the fact that a is real, as ~→ 0,

(7.9) ~−1〈ReA∗[A, ImQ]u, u〉 → 0.

The result (7.4) then follows from using in (7.5) the limits (7.6), (7.7), (7.8), and (7.9). �

We now show that when Re q is sufficiently regular, invariance statements of type (7.4) can
be translated to invariance statements at the level of the Hamiltonian flow. In this lemma, the
assumption p ∈ C2 ensures that the Hamiltonian flow is well defined; this is where the assumption
f ∈ C3 in our main results originates.

Lemma 7.2. Let µ be a Radon measure on T ∗Rd such that for any real-valued a ∈ C∞c (T ∗Rd)
and p ∈ C2,

(7.10) µ(Hpa
2 + C0〈ξ〉a2) ≥ 0.

Let ϕt be the Hamiltonian flow associated to p. Then, for any measurable B, and for all t ≥ 0,

µ(ϕt(B)) ≤ µ(B) + C0 sup
(x,ξ)∈B

〈ξ〉
∫ t

0

µ(ϕs(B)) ds.

Proof. We first show that (7.10) remains valid for a ∈ C1
c . To do so, let a ∈ C1

c . Let φ ∈ C∞c
be such that φ ≥ 0, suppφ ⊂ B(0, 1), and

∫
φ = 1. For ε > 0, let φε := ε−dφ(·/ε), and define

aε := a ∗ φε ∈ C∞c . Since Hpa is continuous, Hpaε = (Hpa) ∗ φε → Hpa pointwise. Similarly,
aε → a pointwise. Hence Hpa

2
ε = 2aεHpaε → 2aHpa = Hpa

2 pointwise. In addition, since the
derivatives of p are bounded on supp a, for 0 < ε ≤ 1,

|Hpaε(ρ)| =
∣∣∣ ∫ Hpa(ρ− εζ)φ(ζ) dζ

∣∣∣ ≤ C1ρ∈supp a+B(0,1).

Similarly |aε(ρ)| ≤ C ′1ρ∈supp a+B(0,1). Hence |Hpa
2
ε(ρ)| ≤ 2CC ′1ρ∈supp a+B(0,1) and thus, by dom-

inated convergence, µ(Hpa
2
ε)→ µ(Hpa

2). In a similar way, µ(〈ξ〉a2
ε)→ µ(〈ξ〉a2); hence

µ(Hpa
2
ε + C0〈ξ〉a2

ε)→ µ(Hpa
2 + C0〈ξ〉a2).

By (7.10), the left-hand side is non-negative; since aε ∈ C∞c , so is the right-hand side, and hence
(7.10) remains true for a ∈ C1

c .

Now let a ∈ C∞c . Since the derivatives of p are bounded on supp a, by Hamilton’s equations
∂sϕs is bounded on

{
ϕs ∈ supp a

}
independently of time, and hence

|∂s(a2 ◦ ϕs)| ≤ C1X , for all (s, (x, ξ)) ∈ [−t, 0]× T ∗Rd,
where

X :=
⋃

s∈[0,t]

ϕs(supp a).

By the dominated convergence theorem, interchanging the derivative and integral, we have

µ(a2 ◦ ϕ−t)− µ(a2) = −
∫ 0

−t
∂s

(∫
a2 ◦ ϕs dµ

)
ds = −

∫ 0

−t

∫
∂s(a

2 ◦ ϕs) dµ ds.

Since p ∈ C2 and ϕs ∈ C1
c for any s, a2 ◦ ϕs ∈ C1

c for any s. Therefore, using (7.10),

µ(a2)− µ(a2 ◦ ϕ−t) =

∫ 0

−t

∫
Hpa

2 ◦ ϕs dµ ds ≥ −C0

∫ 0

−t

∫
〈ξ〉 a2 ◦ ϕs dµ ds.

The result follows by approximating 1B by squares of smooth, compactly-supported symbols. �
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As a consequence, we obtain the following resolvent estimate.

Lemma 7.3. Let (Qθ)θ∈Θ be a family of (rough) semiclassical pseudo-differential operators with
Θ ⊂ R compact. We assume that Qθ ∈ C1,αΨ2 + ~C0,αΨ1 uniformly in θ ∈ Θ. We assume further
that (i) there exists C0 > 0 such that for any θ ∈ Θ and any w ∈ H2

~,

(7.11) 〈ImQθw,w〉 ≤ C0~‖w‖2
H

1
2
~

,

(ii) σ~(Qθ)→ qθ where qθ ∈ C2 and depends smoothly on θ ∈ Θ together with its derivatives, (iii)
qθ satisfies (7.2) uniformly in θ ∈ Θ, and (iv)

(7.12) ∃η > 0, ∀θ0 ∈ Θ, ∀(x0, ξ0) ∈
{
qθ0 = 0

}
, ∃τ∗θ0(x0, ξ0) > 0,

ϕθ0−τ∗θ0 (x0,ξ0)(x0, ξ0) ∈
⋂
θ∈Θ

{
〈ξ〉−2|qθ(x, ξ)| ≥ η

}
,

where ϕθt is the Hamiltonian flow associated with Re qθ.

Then, there exists C > 0 and ~0 > 0 such that, for any θ ∈ Θ, if u ∈ L2 is a solution of

Qθu = ~f,

with f ∈ L2, then, for 0 < ~ ≤ h0, 1 ≤ s ≤ 2,

‖u‖Hs~ ≤ C‖f‖Hs−2
~

.

Proof. For δ > 0, let

Eδ :=
⋂
θ∈Θ

{
〈ξ〉−2|qθ(x, ξ)| ≥ δ

}
.

We begin by showing two elliptic estimates ((7.16) and (7.17) below). Let b ∈ S0(T ∗Rd) be such
that b = 1 on Eη/2 and supp b ⊂ Eη/4. We write Qθ = Op~ q

θ
0 + ~Op~ q

θ
1 with qθ0 ∈ C1,αS2 and

qθ1 ∈ C0,αS1 uniformly in ~→ 0. Let ψ ∈ C∞c (R) be such that ψ = 1 on [−2, 2], and for ε > 0 we
define qθ0,ε(x, ξ) := (ψ(ε|Dx|)qθ0)(x, ξ). Then qθ0,ε ∈ S2 and by Littlewood-Paley (see, e.g., [Zwo12,
§7.5.2]),

(7.13) sup
θ∈Θ
‖Dβ

ξ (qθ0,ε(·, ξ)− qθ0(·, ξ))‖C0,α ≤ Cε〈ξ〉2−|β|,

where C is independent of ε and the uniformity in θ comes from the fact that all the involved
quantities depend continuously on θ and Θ is compact. In particular, by (7.13), for ε > 0 and
0 < h < h0 small enough, qθ0,ε is elliptic on supp b, uniformly in ε > 0 and θ ∈ Θ. Therefore, by
the elliptic parametrix (Theorem B.2), there exists Sε,θ ∈ Ψs−2, bounded uniformly from Hm

~ to
Hm−s+2

~ in ε > 0 and θ ∈ Θ, and such that

〈~D〉sb(x, ~Dx) = Sε,θ Oph(qθ0,ε) +O(~∞)Ψ−∞ ,

and thus

(7.14) 〈~D〉sb(x, ~Dx) = Sε,θQ− Sε,θ~Op~(qθ1) + Sε(Op~(qθ0,ε)−Op~(qθ0)) +O(~∞)Ψ−∞ .

But, by (7.13) together with Lemma B.4,

(7.15) sup
θ∈Θ
‖Op~(qθ0,ε)−Op~(qθ0)‖H2

~→L2 ≤ Cε,

where C is independent of ε and ~. In addition, by Lemma B.4 again, Op~(qθ1) ∈ L(H1
~ , L

2)
uniformly in ~ and θ ∈ Θ. Thus, using the fact that Sε,θ ∈ Ψ0 uniformly in ε > 0 small and θ ∈ Θ,
(7.14), and (7.15), we find that

〈~D〉sb(x, ~Dx) = Sε,θQ+O(~)H1
~→H

2−s
~

+O(ε)H2
~→H

2−s
~

.

Evaluating in w ∈ H1
~ and letting ε→ 0, we conclude that there exists C > 0 such that for ~ small

enough and any θ ∈ Θ

(7.16) ‖b(x, ~Dx)w‖Hs~ ≤ C‖Qθw‖Hs−2
~

+ C~‖w‖H1
~
, for all w ∈ H1

~ .
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A near-identical argument, using (7.2), shows that for ψ ∈ C∞c ([−2, 2]) with ψ ≡ 1 in [−1, 1], and
K large enough, for any θ ∈ Θ

(7.17) ‖(1− ψ(K−1|~Dx|))(1− b)(x, ~Dx)w‖Hs~ ≤ C
′‖Qθw‖Hs−2

~
+ C ′~‖w‖H1

~
for all w ∈ H1

~ .

Now, if the conclusion of the Lemma fails, there exists wn, fn, θn ∈ Θ and ~n → 0 such that

Qθn(~n)wn = ~nfn, ‖wn‖Hs~n > n‖fn‖Hs−2
~n

.

Normalising, we can assume that

(7.18) ‖wn‖Hs~n = 1, ‖fn‖Hs−2
~n

= o(1).

Therefore, extracting subsequences, we can assume that wn has defect measure ω. In addition, as
Θ is compact, we can assume that θn → θ̄ ∈ Θ.

Now, by (7.16) and (7.17),

‖(1− ψ(K−1|~nDx|))(1− b(x, ~Dx))wn‖Hs~n + ‖b(x, ~Dx)wn‖Hs~n
≤ ~n(‖fn‖Hs−2

~n
+ ‖wn‖Hs~n ) = O(~n),

and in particular

1 +O(~n) = ‖ψ(K−1|~nDx|)(1− b(x, ~Dx))wn‖Hs~n
≤ CK‖ψ(K−1|~nDx|)(1− b̃(x, ~Dx))wn‖L2 ≤ CK .

Thus, by the support properties of b and ψ

(7.19) ω
(
Ecη/4 ∩ {|ξ| ≤ 2K}

)
> cK , ω(Eη/2) = 0, ω(|ξ| ≥ 2K) = 0.

Next, observe that letting un := ψ̃(K−1|~nDx|)(1 − b̃(x, ~Dx))wn, with ψ̃ ∈ C∞c (R), ψ̃ ≡ 1 on
[−2, 2] and b̃ ∈ S0(Rd) with b = 1 on supp b, we have

Qθnun = ψ̃(K−1|~nD|)(1− b̃(x, ~Dx))~nfn + [Q, ψ̃(K−1|~Dn|)(1− b̃(x, ~Dx)])wn =: ~nf̃n.

and un has defect measure µ := ψ̃2(K−1|ξ|)(1− b̃)2(x, ~Dx)ω. Now, by Lemma B.5

~−1
n

〈[
Qθn , ψ̃(K−1|~Dn|)(1− b̃(x, ~Dx)

]
wn, ψ̃(K−1|~nD|)(1− b̃(x, ~Dx)wn

〉
→ ω(ψ(K−1|ξ|)(1− b̃(x, ~Dx))Hqψ(K−1|ξ|)(1− b̃(x, ~Dx)) = 0,

since suppHq0ψ(K−1|ξ|)(1− b(x, ~Dx)) ∩ {|ξ| ≤ 2K} = ∅ and ω(|ξ| ≥ 2K) = 0.

In particular, this implies

‖f̃n‖L2 ≤ C‖fn‖Hs−2
~n

+ o(1) = o(1).

Therefore, un and f̃n have joint defect measure equal to 0, and hence, by Lemma 7.1 applied with
q := qθ̄, together with Lemma 7.2, for any measurable B, denoting ϕ := ϕθ̄

µ(ϕt(B)) ≤ µ(B) + C0 sup
(x,ξ)∈B

〈ξ〉
∫ t

0

µ(ϕs(B)) ds, for all t > 0,

and thus, by a Grönwall inequality

(7.20) µ(ϕt(B)) ≤ µ(B)× exp
(
C0 sup

(x,ξ)∈B
〈ξ〉 t

)
for all t > 0.

But, by (7.19), µ(Eη/2) = 0. Together with (7.20), this implies that µ is identically zero. Indeed,
let (x, ξ) ∈ {q = 0} be arbitrary. By (7.12), if B = V(x, ξ) ∩ {q = 0} where V(x, ξ) is a sufficiently
small neighbourhood of (x, ξ), there exists τ∗ = τ∗(B) > 0 such that ϕ−τ∗(B) ⊂ Eη/2 , and hence
µ(ϕ−τ∗(B)) = 0, from which

µ(B) = µ(ϕτ∗(ϕ−τ∗(B))) ≤ µ(ϕ−τ∗(B))× exp
(
C0 sup
{qθ̄=0}

〈ξ〉 τ∗
)

= 0,

where we used the fact that sup{qθ̄=0} |ξ| < ∞. This is a contradiction with the fact that, by
(7.19), µ(Ecη/4) ≥ c > 0. �
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We now show that the scaled operator satisfies the uniform escape-to-ellipticity condition (7.12)
under suitable uniformity assumptions for Fθ.

Lemma 7.4. Let −∆θ be as in §A.2, and let pθ be its principal symbol. Let Θ b (0, π/2). Assume
that Fθ ∈ C4 uniformly in θ ∈ Θ. Then, there exists ν = ν(Θ) > 0 such that, for any θ0 ∈ Θ and
any (x0, ξ0) ∈ {Re pθ0 = 1}, there exists τ∗θ0(x0, ξ0) > 0 so that the trajectory ϕθ0t (x0, ξ0) of the
Hamiltonian flow associated to Re pθ0 and starting from (x0, ξ0) satisfies

ϕθ0−τ∗θ0 (x0,ξ0)(x0, ξ0) ∈
⋂
θ∈Θ

{
〈ξ〉−2|pθ(x, ξ)− 1| ≥ ν

}
.

Proof. Suppose the conclusion fails. Then there are {θn}∞n=1 and {(xn, ξn)}∞n=1 such that

ϕθn−t(xn, ξn) ⊂ {〈ξ〉−2|pθn − 1| ≤ n−1} for all t ≥ 0.

Since Θ is compact, we can assume θn → θ ∈ Θ. Moreover, since there are c, C > 0 such that, for
all θ ∈ Θ,

(7.21) |pθ(x, ξ)− 1| ≥ c〈ξ〉2 − C for all (x, ξ), and |pθ(x, ξ)− 1| ≥ c for all |x| ≥ C,
we can assume that (xn, ξn) → (x0, ξ0). Now, for any fixed t ≥ 0, ϕ−t(xn, ξn) → ϕ−t(x0, ξ0).
Therefore,

ϕ−t(x0, ξ0) ⊂ {|pθ − 1| = 0} for all t ≥ 0.

Now, by (A.8)

Im pθ(x, ξ) = −2
〈
F ′′θ (x)(I + F ′′θ (x)2)−1ξ, (I + F ′′θ (x)2)−1ξ

〉
.

Therefore, when Im pθ(x, ξ) = 0, since F ′′θ (x) ≥ 0, this implies F ′′θ (x)(I + F ′′θ (x)2)−1ξ = 0 and
hence,

ξ = (I + (F ′′θ (x))2)(I + (F ′′θ (x))2)−1ξ = (I + (F ′′θ (x))2)−1ξ.

Now, again by (A.8)

Re pθ(x, ξ) = 〈(I + (F ′′θ (x))2)−1ξ, (I + (F ′′θ (x))2)−1ξ〉.
Therefore, when pθ(x, ξ) = 1,

Re pθ(x, ξ) = |ξ|2 = 1, ∂ξ Re pθ = 2(I + (F ′′θ (x))2)−1(I + (F ′′θ (x))2)−1ξ = 2ξ,

and, since F ′′θ (x) is symmetric, and F ′′θ (x)ξ = 0,

∂xi Re pθ = −2〈(I + (F ′′θ (x))2)−1(∂xiF
′′
θ F
′′
θ (x) + F ′′θ ∂xiF

′′
θ (x))(I + (F ′′θ (x))2)−1ξ, (I + (F ′′θ (x))2)−1ξ〉

= −2〈(∂xiF ′′θ Fθ(x)′′ + F ′′θ ∂xiFθ(x)′′)ξ, ξ〉 = 0.

In particular, HRe pθ = 2〈ξ, ∂x〉 and |ξ| = 1 on {pθ − 1 = 0}. Thus, we have

ϕ−t(x0, ξ0) = (x0 − tξ0, ξ0) ⊂ {pθ = 1} for all t ≥ 0,

which contradicts (7.21). �

Proof of Theorem 3.2. We let Qθ := −~2∆θ − 1 and check that Qθ satisfies the assumptions of
Lemma 7.3 with Θ := [ε, π/2− ε]. Lemma 7.4 shows that the escape-to-ellipticity condition (7.12)
is satisfied, where Fθ ∈ C3 uniformly in θ ∈ [ε, π/2 − ε] since fθ(r) = tan θf(r) with f satisfying
(1.5) and the functions Fθ and fθ are related by Lemma A.4. Moreover, since for such a scaling
function supε≤θ≤π/2−ε ‖(I + iF ′′θ (x))‖ ≤ C,

inf
ε≤θ≤π/2−ε

|ξ|−2|σ(−~2∆θ − 1)| > 0, |ξ| ≥ C,

and hence (7.2) holds uniformly in θ ∈ [ε, π/2 − ε]. Finally, (7.11) follows from (A.7) and (A.8);
indeed, for u ∈ H2

~

(7.22) Im〈−~2∆θu, u〉 ≤ Im〈~2A(x)∂xu, u〉 ≤ C~‖u‖2H1/2
~
,

where C > 0 can be taken uniform in θ thanks again to the particular form of the scaling function.
To see the last inequality in (7.22), observe that

〈A(x)~∂xu, u〉 = 〈〈~D〉−1/2A(x)〈~D〉1/2〈~D〉−1/2~∂xu, 〈~D〉1/2u〉,
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and thus it suffices to observe that, since A(x) ∈ C1, A : H
−1/2
~ → H

−1/2
~ is bounded by

Lemma B.4.

Therefore, Lemma 7.3 applies to Qθ := −~2∆θ − 1, Θ := [ε, π/2 − ε]. Let −1 ≤ s ≤ 0, and
λ > ~−1

0 where ~0 is given by Lemma 7.3. Then Lemma 7.3 implies

‖u‖Hs+2
~
≤ C~−1‖(−~2∆θ − 1)u‖Hs~ ,

which implies that
‖u‖Hs + k−2‖u‖Hs+2 ≤ Ck−1‖(−∆θ − k2)u‖Hs .

In particular, (−∆θ − k2)−1 has no poles in k > h−1
0 and the required estimates hold. �

Appendix A. Complex scaling for rough scaling functions

We follow the treatment of complex scaling in [DZ19, Chapter 4], making the necessary changes
to allow for C2,α scaling functions.

A.1. The scaled manifold and operator. For 0 ≤ θ < π, let Γθ ⊂ Cd be a deformation of Rd
satisfying the following properties

(A.1)
Γθ ∩BCd(0, R1) = BRd(0, R1), Γθ ∩ (Cd \BCd(0, R2)) = eiθRd ∩ (Cd \BCd(0, R2)),

Γθ = f̃θ(Rd), f̃θ : Rd → Cd, is injective.

Recall that for ` ≥ 1, a manifold C`,t manifold M ⊂ Cd is called totally real if for all m ∈M ,

TmM ∩ iTmM = {0}.
(Note that we identify TmM with a subspace of R2d ∼= Cd in this definition).

Furthermore, if u ∈ C`,t(M), we call ũ ∈ C`,t(Cd) a (`, t)-almost analytic extension of u if

∂̄zj ũ(z) = Os(d(z,M)`−1+s), s < t

where, if zj = xj + iyj ,

∂zj :=
1

2
(∂xj − i∂yj ), ∂̄zj :=

1

2
(∂xj + i∂yj ).

Recall that a C1 function, u, on Ω ⊂ Cd is holomorphic if and only if ∂̄zju = 0 for all j = 1, . . . , d.

We next need the analog of [DZ19, Lemma 4.30] for C`,t manifolds. To do this, we first need
a lemma which gives (`, t)-almost analytic extensions of functions in C`,tc (Rd) functions. For this,
we need to use the Cs,t∗ norm:

‖u‖C`,t∗ := sup
k

2k(`+t)‖ϕ2
k(|D|)u‖L∞

where ϕ0 ∈ C∞c (−1, 1), ϕ1 ∈ C∞c (( 1
2 , 2)), ϕk(x) = ϕ1(21−kx), k ≥ 1, and

∑
k ϕ

2
k = 1. We also

recall that for all s, t,
C`,t ⊂ C`,t∗

and for 0 < t < 1, C`,t = C`,t∗ .

Lemma A.1. Let ` ∈ Z+, 0 < t < 1 and suppose that u ∈ C`,tc (Rd). Then, there is ũ ∈ C`,tc,∗(Cn)
such that ũ|Rd = u and for all s < t,

∂̄zũ = Os(| Im z|`+s−1).

Proof. Let χ ∈ C∞c (B(0, 2)) with χ ≡ 1 on B(0, 1) and ψ ∈ C∞c (Rd) with ψ ≡ 1 on suppu. Define

ũ(x+ iy) =
ψ(x)

(2π)d

∫
ei〈x−x

′+iy,ξ〉χ(〈ξ〉y)u(x′)dx′dξ.

Note that when y = 0, ũ(x) = u(x) by the Fourier inversion formula and the support property of
ψ. Next, observe that for 0 < t ≤ 1

sup
y,y′

|∂αξ ∂βy e−〈y,ξ〉χ(y〈ξ〉)− ∂βξ ∂βy e−〈y
′,ξ〉χ(y′〈ξ〉)|

|y − y′|γ
≤ Cαβγ〈ξ〉|β|+γ−|α|.
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and
y 7→ ∂βy e

−〈y,ξ〉χ(y〈ξ〉) ∈ S|β|

is continuous. Therefore, by [Tay11, Theorem 13.8.3], ũ ∈
⋂
s≤`+t C

`+t−s
c (Rdy;Csc,∗(Rdx)) and is

compactly supported. In particular, ũ ∈ C`,tc .

Finally, we compute

∂̄zũ(x+ iy) =
1

2

∂ψ(x)

(2π)d

∫
ei〈x−x

′+iy,ξ〉χ(〈ξ〉y)u(x′)dx′dξ

+
i

2

ψ(x)

(2π)d

∫
ei〈x−x

′+iy,ξ〉〈ξ〉∂χ(〈ξ〉y)u(x′)dx′dξ =: I + II

Now, to estimate I, we observe that |x − x′| > 0 on the support of the integrand, and hence we
can integrate by parts in ξ. In particular,

I =
1

2

∂ψ(x)

(2π)d

∫
ei〈x−x

′+iy,ξ〉
( 〈x− x′, Dξ〉
|x− x′|2

)N
χ(〈ξ〉y)u(x′)dx′dξ = O(|y|N ).

On the other hand, to estimate II, observe that |〈ξ〉y| > 1 on supp ∂χ(〈ξ〉y). Therefore,

II =
i|y|`−1+s

2

ψ(x)

(2π)d

∫
ei〈x−x

′+iy,ξ〉〈ξ〉`+s ∂χ(〈ξ〉y)

(|y|〈ξ〉)`−1+s
u(x′)dx′dξ,

and since

sup
y

∣∣∣∂βξ e−〈y,ξ〉〈ξ〉`+s ∂χ(〈ξ〉y)

(|y|〈ξ〉)`−1+s

∣∣∣ ≤ 〈ξ〉`+s−|β|,
for all s < t,

|II| ≤ C|y|`−1+s.

�

We now give the analog of [DZ19, Lemma 4.30].

Lemma A.2. Let 0 < t < 1 and suppose M ⊂ Cd is a Ck,t totally real submanifold. Then every
u ∈ C`,t(M) has a (`+t)-almost analytic extension, ũ, to Cd. If P̃ =

∑
|α|≤k aα∂

α
z is a holomorphic

differential operator near M , then P̃ defines a unique differential operator PM whose action on
C`,t(M) is given by

PMu =
(
P̃ (ũ)

)
|M

Proof. The proof follows that of [DZ19, Lemma 4.30] where we replace references to almost analytic
by (`+ t)-almost analytic. �

We now recall [DZ19, Lemma 4.29].

Lemma A.3. Let Γθ be as in (A.1). Then Γθ is totally real if and only if

det(∂xf̃θ) 6= 0.

In particular, if 0 ≤ θ < π/2, and

(A.2) f̃θ(x) = x+ i∂xFθ(x) : Rd → Cd,

where Fθ : Rd → R is convex, then Γθ is totally real.

Throughout the paper we work in the case (A.2) as shown in the following lemma.

Lemma A.4. Let f̃θ(x) := x + ifθ(|x|) x
|x| with fθ as described in (1.5). Then there is F (x)

satisfying
F ′′(x) ≥ 0, F ′′(x) > 0 on |x| > R1

such that f̃θ(x) is given by (A.2) with Fθ(x) = tan θF (x).
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Proof. We follow [DZ19, Example on Page 269]. If

g(r) =

∫ r

0

f(s) ds,

then f̃θ(x) = x+ i tan θ∂xg(|x|). With F (x) = g(|x|), direct calculation shows that

∂2
xF (x) =

f(|x|)
|x|3

(|x|2I − x⊗ x) +
f ′(|x|)
|x|2

x⊗ x

which is positive semi-definite everywhere and positive definite on |x| > R1. �

We can now define the complex-scaled operator for a black-box Hamiltonian. Suppose that Γθ
is given by (A.1), with f̃θ ∈ C2,t, for some 0 < t < 1, and f̃θ satisfying (A.2), and that P is a
black-box Hamiltonian as in §2. With χ ∈ C∞c (B(0, R1)) equal to 1 on B(0, R0), define

(A.3)

Hθ = HR0
⊕ L2(Γθ \B(0, R0)),

Dθ = {u ∈ Hθ : χu ∈ D, (1− χ)u ∈ H2(Γθ)},
Pθu = P (χu) + (−∆θ)((1− χ)u),

with ∆θ := ∆Γθ defined as in Lemma A.2.

A.2. Fredholm properties of the scaled operator. Throughout this section we use the fol-
lowing standard characterization of Fredholm operators.

Lemma A.5. Let X and Y , ZX and ZY ∗ be Banach spaces such that X ⊂ ZX is compact and
Y ∗ ⊂ ZY ∗ is compact. Suppose that there is C > 0 such that P : X → Y satisfies

‖u‖X ≤ C(‖Pu‖Y + ‖u‖ZX ) and ‖u‖Y ∗ ≤ C(‖P ∗u‖X∗ + ‖u‖ZY ∗ ).

Then P : X → Y is Fredholm.

It is easy to check that ∆θ is an elliptic second order differential operator given by

(A.4) ∆θu = ((I + iF ′′θ (x))−1∂x) · ((I + iF ′′θ (x))−1∂xu), u ∈ C`,t(Γθ);
see [DZ19, Equation 4.5.13 and Theorem 4.32].

Lemma A.6. For u ∈ H1(Rd), and all ε > 0

(A.5) Im〈−∆θu, u〉 ≤ ε‖u‖2H1 + Cε−1‖u‖2L2 , ‖u‖2H1 ≤ C
∣∣〈−∆θu, u〉

∣∣+ C‖u‖2L2 .

Furthermore,

(A.6) ‖u‖2H1 ≤ C
(∣∣Re〈−∆θu, u〉

∣∣− Im〈−∆θu, u〉+ ‖u‖2L2

)
.

Proof. By the definition of the operator −∆θ (A.4) acting on H1,

〈−∆θu, u〉H−1,H1 = 〈(I + iF ′′θ (x))−1∂xu, (I − iF ′′θ (x))−1∂xu〉+ 〈A(x)∂xu, u〉(A.7)

where A(x) ∈ C0,α. First, note that∣∣〈A(x)∂xu, u〉
∣∣ ≤ C‖u‖H1‖u‖L2 .

Next, put v = (I + F ′′θ (x)2)−1∂xu. (Note that the inverse exists and is bounded since F ′′θ (x) is
real, symmetric, and tends to tan θ I.) Then,

(A.8)

〈(I + iF ′′θ (x))−1∂xu, (I − iF ′′θ (x))−1∂xu〉 = 〈(I − iF ′′θ (x))v, (I + iF ′′θ (x))v〉
= 〈(I − iF ′′θ (x))2v, v〉
= ‖v‖2L2 − ‖F ′′θ (x)v‖2L2 − 2i〈F ′′θ (x)v, v〉.

Therefore, since F ′′θ is positive semi-definite, the first inequality in (A.5) holds.

To obtain the second inequality in (A.5), observe that if

− Im
〈
(I + iF ′′θ (x))−1∂xu, (I − iF ′′θ (x))−1∂xu

〉
= 2〈F ′′θ (x)v, v〉 ≥ 2ε‖v‖2,

then (A.5) holds. On the other hand, since F ′′θ is positive semi-definite,

(A.9) 〈F ′′θ (x)v, v〉 ≤ ε‖v‖2L2 implies that ‖F ′′θ (x)v‖2L2 ≤ Cε
2
3 ‖v‖2L2 .
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Indeed, the multiplication operator F ′′θ : L2(Rd;Cd)→ L2(Rd;Cd) is positive semidefinite and self
adjoint. Therefore, letting Πε be the spectral projector onto the spectrum ≤ ε 1

3 , we have

ε‖v‖2 ≥ 〈F ′′θ v, v〉 = 〈F ′′θ Πεv,Πεv〉+ 〈F ′′θ (I −Πε)v, (I −Πε)v〉

≥ ε 1
3 ‖(I −Πε)v‖2L2 .

Therefore,
‖F ′′θ v‖2L2 = ‖F ′′θ Πεv‖2L2 + ‖F ′′θ (I −Πε)v‖2L2 ≤ Cε

2
3 ‖v‖2L2 .

Thus, using (A.8) together with (A.9) with ε > 0 small enough, we have∣∣〈(I + iF ′′θ (x))−1∂xu, (I − iF ′′θ (x))−1∂xu
〉∣∣ ≥ c‖v‖2L2 ≥ c‖∂xu‖2L2 ,

and (A.5) follows.

To obtain (A.6), we use the second equation in (A.5) to obtain that

‖u‖2H1 ≤ C|Re〈−∆θu, u〉|+ C| Im〈−∆θu, u〉|+ C‖u‖2L2

≤ C|Re〈−∆θu, u〉|+ C
∣∣ Im〈−∆θu, u〉 − ε‖u‖2H1 − Cε−1‖u‖2L2

∣∣+ C(1 + ε−1)‖u‖2L2 + Cε‖u‖2H1

= C|Re〈−∆θu, u〉| − C Im〈−∆θu, u〉+ Cε‖u‖2H1 + C2ε−1‖u‖2L2 + C(1 + ε−1)‖u‖2L2 + Cε‖u‖2H1 ,

and ε > 0 small enough. �

Lemma A.7. The operator
−∆θ − λ2 : H1(Rd)→ H−1(Rd)

is an analytic family of Fredholm operators with index 0 in Im(eiθλ) > 0. Furthermore,

R0,θ(λ) := (−∆θ − λ2)−1 : H−1(Rd)→ H1(Rd)

is a meromorphic family of operators with finite rank poles and there is t0 > 0 such that for t > t0,

‖R0,θ(e
iπ4 t)‖H−1→L2 ≤ C

t
.

Proof. First note that

−e−2iθ∆− λ2 = e−2iθ(−∆− (λeiθ)2) : Hs(Rd)→ Hs−2(Rd)

is invertible for Im(λeiθ) 6= 0 since −∆ : L2 → L2 is self adjoint.

Suppose that
(−∆θ − λ2)u = f.

Let χ ∈ C∞c (Rd) with χ ≡ 1 on B(0, R2). Then,

(1− χ)f = (1− χ)(e−2iθ∆− λ2)u = (e−2iθ∆− λ2)(1− χ)u+ e−2iθ[−∆, χ]u.

Therefore,

(A.10) ‖(1− χ)u‖H1 ≤ C
(
‖(1− χ)f‖H−1 + ‖u‖L2(supp ∂χ)

)
.

On the other hand, by Lemma A.6 for ψ ∈ C∞c (Rd), and ψ1 ∈ C∞c (Rd) with ψ1 ≡ 1 on suppψ.

(A.11) ‖ψu‖H1 ≤ C
(
‖ψ1f‖H−1 + ‖ψ1u‖L2

)
.

In particular, combining (A.10) and (A.11), there is ψ1 ∈ C∞c such that

(A.12) ‖u‖H1 ≤ C
(
‖(−∆θ − λ2)u‖H−1 + ‖ψ1u‖L2

)
.

Now, since
(−e2iθ∆− λ̄2) : H1(Rd)→ H−1(Rd)

is invertible, an identical argument shows that

‖u‖H1 ≤ C
(
‖(−∆θ − λ2)∗u‖H−1 + ‖ψu‖L2

)
.

Lemma A.5 now shows that (−∆θ − λ2) : H1 → H−1 is Fredholm for Im(eiθλ) > 0.
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Finally, we check the index of this operator. For u ∈ H1, λ = e
iπ
4 t, and c = 1/

√
2, by (A.6),

(A.13)

∣∣〈(−∆θ − λ2)u, u〉
∣∣ ≥ c∣∣Re〈−∆θu, u〉

∣∣+ c
∣∣(Im〈−∆θu, u〉 − t2‖u‖2

∣∣
≥ c
∣∣Re〈−∆θu, u〉

∣∣− c Im〈−∆θu, u〉+ ct2‖u‖2

≥ c‖u‖2H1 + (ct2 − C)‖u‖2L2 .

Thus,
c‖u‖2H1 + (ct2 − C)‖u‖2L2 ≤ 1

2ε‖(−∆− λ2)u‖2H−1 + ε
2‖u‖

2
H1

and hence, choosing ε > 0 small enough,√
(ct2 − C)‖u‖L2 + c‖u‖H1 ≤ ‖(−∆θ − λ2)u‖H−1 .

Similarly, √
(ct2 − C)‖u‖L2 + c‖u‖H1 ≤ ‖(−∆θ − λ2)∗u‖H−1 ,

and hence, for t sufficiently large, (−∆θ − (e
iπ
4 t)2) : H1 → H−1 is invertible. �

Lemma A.8. For Im(eiθλ) > 0, R0,θ(λ) : L2(Rd)→ H2(Rd) and there are C > 0 and t0 > 0 such
that for t > t0, and ` = 0, 1, 2,

‖R0,θ(e
iπ4 t)‖L2→H` ≤ Ct`−2.

Proof. Suppose f ∈ L2. Then, R0,θ(λ)f ∈ H1(Rd) and (−∆θ−λ2)R0,θ(λ)f = f , and using (A.13),
we obtain

‖R0,θ(λ)‖L2→L2 ≤ Ct−2.

By H2 elliptic regularity (see, e.g., [Eva98, Section 6.3, Theorem 1]), for u ∈ H1,

(A.14) ‖u‖H2 ≤ C(‖(−∆θ − λ2)u‖L2 + ‖u‖L2).

Therefore R0,θ(λ) : L2 → H2 and
‖R0,θ(λ)‖L2→H2 ≤ C;

the bound L2 → H1 follows by interpolation. �

Lemma A.9. Suppose that P (λ) : X → Y is an analytic family of operators in Ω ⊂ C and there
are Q(λ) : Y → X and S(λ) : Y → X meromorphic families of operators with finite rank poles
such that

P (λ)Q(λ) = I +K1(λ), S(λ)P (λ) = I +K2(λ)

with K1 : Y → Y compact and K2 : X → X compact. Then, P (λ) is Fredholm.

Proof. Let λ0 ∈ Ω. By the definition of a meromorphic family of operators (see, e.g., [DZ19,
Definition C.7]), there are J ≥ 0, A0(λ) : Y → X and Aj : Y → X such that A0(λ) is holomorphic
near λ0, Aj is finite rank, j = 1, . . . , J , and

Q(λ) = A0(λ) +
∑
j

Aj
(λ− λ0)j

.

Then, we claim that

(A.15)
J∑
j=1

P (λ)Aj
(λ− λ0)j

= P (λ)(Q(λ)−A0(λ)) = I +K1(λ)− P (λ)A0(λ).

is an analytic family of compact operators. Indeed, the left hand side of this equality is a mero-
morphic family of operators with uniformly bounded rank. On the other hand, the right hand side
I+K1(λ)−P (λ)A0(λ) is analytic. In fact, by Taylor-expanding P (λ) about λ = λ0 and demanding
that the coefficients of (λ− λ0)k−J on the left-hand side of (A.15) equal zero for k = 0, . . . , J − 1,
we see that, for 0 ≤ k ≤ J − 1,

k∑
n=0

∂nλP |λ=λ0

n!
AJ−k+n = 0.

Thus,
J∑
j=1

P (λ)Aj
(λ− λ0)j

=

J∑
j=1

[
∂jλP |λ=λ0

Aj +O(|λ− λ0|)X→Y
]
Aj ,
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and this operator is an analytic family of compact operators as claimed. We then observe that

P (λ)A0(λ) = I +K1(λ)−
∑
j

P (λ)Aj
(λ− λ0)j

= I + K̃1(λ)

with K̃1(λ) an analytic family of compact operators.

Writing

S(λ) = B0(λ) +

J∑
j=1

Bj
(λ− λ0)j

with B0(λ) : Y → X analytic and Bj : Y → X finite rank, j = 1, . . . , J , and applying the
same argument shows that B0(λ) is an approximate left inverse for P (λ). Since P (λ) has both an
approximate left and right inverse, it is Fredholm (see, e.g., [DZ19, (C.2.8)]). �

Proposition A.10. Let Pθ, Dθ, and Hθ, 0 ≤ θ < π/2, be as in (A.3). If Im(eiθλ) > 0, then

Pθ − λ2 : Dθ → Hθ
is a Fredholm operator of index 0 and there is t0 > 0 such that for t > t0, and 0 ≤ s ≤ 1,

(A.16) ‖(Pθ − it2)−1‖Hθ→Dsθ ≤ Ct
2s−2.

Moreover, let R0 < R1 with R1 as in (A.1). Then

(A.17) 1B(0,R1)(P − λ2)−11B(0,R1) = 1B(0,R1)(Pθ − λ2)−11B(0,R1), Im(eiθλ) > 0.

Proof. Together with Lemma A.9, the proofs of [DZ19, Theorems 4.36, 4.37] prove the result with
(A.17) replaced by

(A.18) χ(P − λ2)−1χ = χ(Pθ − λ2)−1χ, Im(eiθλ) > 0,

for χ ∈ C∞c (B(0, R1)) with χ ≡ 1 on B(0, R0). (Although the bound (A.16) is not explicitly stated
in [DZ19, Theorems 4.36, 4.37], it is essentially contained in Step 3 of the proof of [DZ19, Theorem
4.36].)

Replacing χ on the left of both sides of (A.18) by the indicator functions in (A.17) follows by
the unique continuation principle since P = Pθ on B(0, R1). To replace χ on the right of both
sides of (A.18), we approximate f ∈ HR0

⊕ L2(B(0, R1) \ B(0, R0)) by fn ∈ HR0
⊕ L2(B(0, R1 −

n−1) \B(0, R0)) and use continuity of (Pθ − λ2)−1 : Hθ → Hθ and RP (λ) : Hcomp → Hloc. �

A.3. Fredholm properties for the PML operator. Now that we have obtained the Fredholm
property of Pθ, we study the Fredholm properties of the corresponding PML operator. Let Ωθ b Γθ
have Lipschitz boundary and B(0, R1) ⊂ Ωθ. We study the PML operator Pθ − λ2 on Ωθ. Let

(A.19)

Hθ(Ωθ) := HR0
⊕ L2(Ωθ \B(0, R0)),

Dθ(Ωθ) := {u ∈ Hθ : χu ∈ D, (1− χ)u ∈ H1
0 (Ωθ), −∆θ((1− χ)u) ∈ L2(Ωθ)},

Pθu := P (χu) + (−∆θ)((1− χ)u),

We start by showing the Fredholm property when there is no black-box Hamiltonian i.e. when
Pθ = −∆θ.

Lemma A.11. The operator

(−∆θ − λ2) : H1
0 (Ωθ)→ H−1(Ωθ)

is Fredholm with index 0. Let RD0,θ(λ) := (−∆θ−λ2)−1 : H−1(Ωθ)→ H1
0 (Ωθ). Then there is t0 > 0

such that for t > t0, and 0 ≤ s ≤ 1,

(A.20) ‖RD0,θ(ei
π
4 t)‖L2(Ωθ)→Hs(Ωθ) ≤ Cts−2.

Proof. Repeating the arguments in the proof of Lemma A.6 for u ∈ H1
0 (Ωθ) instead of u ∈ H1(Rd),

we obtain that, for u ∈ H1
0 (Ωθ),

(A.21)
Im〈−∆θu, u〉Ωθ ≤ ε‖u‖2H1(Ωθ) + Cε−1‖u‖2L2(Ωθ), ‖u‖2H1(Ωθ) ≤ C|〈−∆θu, u〉Ωθ |+ C‖u‖2L2(Ωθ),



32 JEFFREY GALKOWSKI, DAVID LAFONTAINE, AND EUAN A. SPENCE

and

(A.22) ‖u‖2H1(Ωθ) ≤ C(|Re〈−∆θu, u〉Ωθ | − Im〈−∆θu, u〉Ωθ + ‖u‖2L2(Ωθ)).

The second estimate in (A.21) together with the fact that −∆θ : H1
0 (Ωθ)→ H−1(Ωθ) is bounded,

implies the Fredholm property for (−∆θ − λ2) : H1
0 (Ωθ) → H−1(Ωθ) (similar to in the proof of

Lemma A.7). To check that the index of the operator is 0 we argue as in (A.13). The estimate
(A.22) implies that, for λ = e

iπ
4 t, the estimate (A.13) holds. The bound (A.20) for s = 0, 1, then

follows from (A.13) (exactly as in Lemma A.8), and the bound (A.20) for 0 < s < 1 then follows
via interpolation. �

Finally, we show that the black-box PML operator (A.19) is Fredholm with index 0.

Proposition A.12. Let Pθ, Hθ(Ωθ), and Dθ(Ωθ) be as in (A.19). Then, Pθ − λ2 : Dθ(Ωθ) →
Hθ(Ωθ) is Fredholm with index 0.

Proof. To show that Pθ − λ2 is Fredholm, we find meromorphic families of operators giving both
an approximate left and right inverse for Pθ−λ2. Applying Lemma A.9 then shows that Pθ−λ2 is
Fredholm. To show Pθ − λ2 has index zero we find λ0 where Pθ − λ2

0 is invertible (since the index
is constant in λ by, e.g., [DZ19, Theorem C.5]).

Approximate right inverse.

Let χ0 ∈ C∞c (Rd; [0, 1]) with χ0 ≡ 1 on B(0, R0 + ε) for some ε > 0. Then choose χj ∈
C∞c (Rd; [0, 1]), j = 1, 2 such that

(A.23) χj ≡ 1 on suppχj−1,, suppχj ⊂ B(0, R1).

Let
Q0 := (1− χ0)RD0,θ(λ)(1− χ1), Q1 := χ2(Pθ − λ2)−1χ1.

Then,

(Pθ − λ2)Q0 = (1− χ1) + [∆θ, χ0]RD0,θ(λ)(1− χ1),

(Pθ − λ2)Q1 = χ1 + [−∆θ, χ2](Pθ − λ2)−1χ1,

and thus

(Pθ − λ2)(Q0 +Q1) = I +K(λ), where K(λ) := K0(λ) +K1(λ),

K0(λ) := [∆θ, χ0]RD0,θ(λ)(1− χ1), K1(λ) := [−∆θ, χ2](Pθ − λ2)−1χ1.

By Lemma A.11, RD0,θ : L2(Ωθ) → Dθ(Ωθ). Since Ωθ is Lipschitz, Dθ(Ωθ) ⊂ H3/2(Ωθ) by [CD98,
Lemme 2], [JK95, Corollary 5.7]. Therefore, since (1 − χ1) : Hθ(Ωθ) → L2(Ωθ) and [−∆θ, χ0] :
H3/2(Ωθ)→ H1/2(B(0, R1)\B(0, R0 +ε)), K0(λ) : Hθ(Ωθ)→ H1/2(B(0, R1)\B(0, R0 +ε)). Thus,
K0(λ) : Hθ(Ωθ)→ Hθ(Ωθ) is compact.

Next, by Proposition A.10, (Pθ − λ2)−1 : Hθ → Dθ. Therefore, since χ1 : Hθ(Ωθ) → Hθ, and
[−∆θ, χ2] : Dθ → H1

comp(B(0, R1) \B(0, R0 + ε),

K1(λ) : Hθ(Ωθ)→ H1
comp(B(0, R1) \B(0, R0 + ε).

In particular, K1(λ) : Hθ(Ωθ) → Hθ(Ωθ) is compact and thus K(λ) : Hθ(Ωθ) → Hθ(Ωθ) is
compact.

Invertibility of the right inverse.

We now show that for λ = e
iπ
4 t and t sufficiently large, I +K(λ) is invertible. By Lemma A.11

and Proposition A.10, respectively, for t > t0,

(A.24) ‖RD0,θ(e
πi
4 t)‖L2(Ωθ)→H1(Ωθ) ≤ Ct−1 and ‖(Pθ − it2)−1‖

Hθ→D
1
2
θ

≤ Ct−1.

Furthermore, [∆θ, χ0] : H1(Ωθ) → Hθ(Ωθ) and [∆θ, χ2] : D
1
2

θ → Hθ(Ωθ). Using these bounds and
mapping properties in the definition of K(λ), we find that, for t > t0,

‖K(e
iπ
4 t)‖Hθ(Ωθ)→Hθ(Ωθ) ≤ Ct−1;

hence I +K(e
iπ
4 t) is invertible for t sufficiently large.
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Approximate left inverse.

For the left inverse, let

Sθ(λ) := (1− χ1)RD0,θ(λ)(1− χ0) + χ1(Pθ − λ2)−1χ2,

and observe that
Sθ(λ)(Pθ − λ2) = I + Lθ(λ),

where
Lθ(λ) := (1− χ1)RD0,θ(λ)[χ0,∆θ] + χ1(Pθ − λ2)−1[χ2,−∆θ].

Note that Sθ : Hθ(Ωθ)→ Dθ(Ωθ) and hence, Lθ : Dθ(Ωθ)→ Dθ(Ωθ).
The fact that Lθ : Hθ(Ωθ)→ Hθ(Ωθ) is compact follows from the mapping properties

(A.25) RD0,θ(λ) : H−1(Ωθ)→ H1
0 (Ωθ), (Pθ − λ2)−1 : D−1/2

θ → D1/2
θ .

Therefore, by the definition of ‖·‖Dθ(Ωθ) (inherited from (2.3)), to show that Lθ : Dθ(Ωθ)→ Dθ(Ωθ)
is compact, it is enough to show that (Pθ − λ2)Lθ(λ) : Dθ(Ωθ)→ Hθ(Ωθ) is compact. Now, using
(A.23), we obtain that

(A.26) (Pθ − λ2)Lθ(λ) = [∆θ, χ1]RD0,θ(λ)[χ0,∆θ] + [−∆θ, χ1](Pθ − λ2)−1[χ2,−∆θ].

The compactness of (Pθ − λ2)Lθ(λ) : Dθ(Ωθ) → Hθ(Ωθ) then follows since [−∆θ, χi] : Dθ →
H1(B(0, R1) \B(0, R0 + ε)),

[−∆, χi](Pθ −λ2)−1, [−∆, χi]R
D
0,θ(λ) : H1(B(0, R1) \B(0, R0 + ε))→ H1(B(0, R1) \B(0, R0 + ε)),

and I : H1(B(0, R1) \B(0, R0 + ε))→ Hθ(Ωθ) is compact.

Invertibility of the left inverse.

Finally, we show that for λ = e
iπ
4 t and t sufficiently large, I + Lθ(λ) : Dθ(Ωθ) → Dθ(Ωθ) is

invertible. As a map Hθ(Ωθ)→ Hθ(Ωθ), (I +Lθ(λ))−1 exists by the same argument used to show
that I + K(λ) was invertible (and the corresponding estimates on RD0,θ(λ) : H−1(Ωθ) → L2(Ωθ),
and (Pθ − λ2) : D−1/2

θ → Hθ obtained from (A.24) by duality).

Therefore, by the definition of ‖ · ‖Dθ(Ωθ), to show that (I + Lθ(λ))−1 : Dθ(Ωθ)→ Dθ(Ωθ), it is
sufficient to show that (Pθ − λ2)(I + Lθ(λ))−1 : Dθ(Ωθ)→ Hθ(Ωθ). Since

(Pθ − λ2)(I + Lθ(λ))−1 = Pθ − λ2 − (Pθ − λ2)Lθ(λ)(I + Lθ(λ))−1,

it is enough to prove that (Pθ − λ2)Lθ(λ) : Hθ(Ωθ) → Hθ(Ωθ), and this follows from (A.26) and
the mapping properties (A.25). �

Appendix B. Semiclassical analysis

B.1. Semiclassical pseudo-differential operators. We review here the notation and definitions
for semiclassical pseudodifferential operators on Rd used in this paper.

Semiclassical Sobolev spaces. We say that u ∈ Hs
~(Rd) if

‖〈ξ〉sFh(u)(ξ)‖L2 <∞, where 〈ξ〉 := (1 + |ξ|2)
1
2 and Fh(u)(ξ) :=

∫
e−

i
h 〈y,ξ〉u(y) dy

is the semiclassical Fourier transform.

Symbols and operators. We say that a ∈ C∞(T ∗Rd) is a symbol of order m if

|∂αx ∂
β
ξ a(x, ξ)| ≤ Cαβ〈ξ〉m,

and write a ∈ Sm(T ∗Rd). Throughout this section we fix χ0 ∈ C∞c (R)) to be identically 1 near 0.
We then say that an operator A : C∞c (Rd)→ D′(Rd) is a semiclassical pseudodifferential operator
of order m, and write A ∈ Ψm

~ (Rd), if A can be written as

(B.1) Au(x) =
1

(2πh)d

∫
Rd
e
i
h 〈x−y,ξ〉a(x, ξ)χ0(|x− y|)u(y)dydξ + E

where a ∈ Sm(T ∗Rd) and E = O(h∞)Ψ−∞ , i.e. for all N > 0 there exists CN > 0 such that

‖E‖H−N~ (Rd)→HN~ (Rd) ≤ CNh
N .
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We use the notation Op~ a or a(x, hDx) for the operator A in (B.1) with E = 0. We then define

Ψ−∞ :=
⋂
m

Ψm, S−∞ :=
⋂
m

Sm, Ψ∞ :=
⋃
m

Ψm, S∞ :=
⋃
m

Sm.

Theorem B.1. ([DZ19, Propositions E.17 and E.19].) If A ∈ Ψm1

~ and B ∈ Ψm2

~ , then

(i) AB ∈ Ψm1+m2

~ ,
(ii) [A,B] ∈ ~Ψm1+m2−1

~ ,
(iii) For any s ∈ R, A is bounded uniformly in ~ as an operator from Hs

~ to Hs−m1

~ .

Principal symbol. There exists a map

σm~ : Ψm → Sm/hSm−1

called the principal symbol map and such that the sequence

0→ hSm−1 Oph→ Ψm σm~→ Sm/hSm−1 → 0

is exact where Oph(a) = a(x, hD). When applying the map σm~ to elements of Ψm, we denote it
by σ~ (i.e. we omit the m dependence). Key properites of σ~ are the following

(B.2) σ~(AB) = σ~(A)σ~(B), σ~(A∗) = σ~(A), ih−1σ~([A,B]) = {σ~(A), σ~(B)}

where {·, ·} denotes the Poisson bracket; see [DZ19, Proposition E.17].

Operator wavefront set. To introduce a notion of wavefront set that respects both decay in ~
as well as smoothing properties of pseudodifferential operators, we introduce the set

T ∗Rd := T ∗Rd t (Rd × Sd−1)

where t denotes disjoint union and we view Rd×Sd−1 as the ‘sphere at infinity’ in each cotangent
fiber (see also [DZ19, §E.1.3] for a more systematic approach where T ∗Rd is introduced as the
fiber-radial compactification of T ∗Rd). We endow T ∗Rd with the usual topology near points
(x0, ξ0) ∈ T ∗Rd and define a system of neighbourhoods of a point (x0, ξ0) ∈ Rd × Sd−1 to be

Uε :=
{

(x, ξ) ∈ T ∗Rd
∣∣ |x− x0| < ε, |ξ| > ε−1,

∣∣ ξ
〈ξ〉 − ξ0

∣∣ < ε
}

t
{

(x, ξ) ∈ Rd × Sd−1 : |x− x0| < ε., |ξ − ξ0| < ε
}
.

We now say that a point (x0, ξ0) ∈ T ∗Rd is not in the wavefront set of an operator A ∈ Ψm, and
write (x0, ξ0) /∈WF~(A), if there exists a neighbourhood U of (x0, ξ0) such that A can be written
as in (B.1) with

sup
(x,ξ)∈U

|∂αx ∂
β
ξ a(x, ξ)〈ξ〉N | ≤ CαβNhN .

Elliptic set and elliptic parametrix. We say that (x0, ξ0) ∈ T ∗Rd is in the elliptic set of A, and
write (x0, ξ0) ∈ Ell(A), if there exists a neighbourhood U of (x0, ξ0) such that A can be written as
in (B.1) with

inf
(x,ξ)∈U

|a(x, ξ)〈ξ〉−m| ≥ c > 0.

The motivation behind this definition is that semiclassical pseudo-differential operators are, up to
a negligible term, micro-locally invertible on their elliptic set, as appears in the following elliptic
parametrix construction.

Theorem B.2. ([DZ19, Proposition E.32].) Suppose that A ∈ Ψm1 and B ∈ Ψm2

~ with WF~(A) ⊂
Ell(B). Then there exist E1, E2 ∈ Ψm1−m2

~ such that

A = E1B +O(h∞)Ψ−∞ , A = BE2 +O(h∞)Ψ−∞ .
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Wavefront set of a tempered family of distributions. We say that uh is tempered if for all
χ ∈ C∞c (Rd) there exists N > 0 such that

‖χu‖H−N~
<∞.

For a tempered family of functions, uh we say that (x0, ξ0) ∈ T ∗Rd is not in the wavefront set of
uh and write (x0, ξ0) /∈WF~(uh) if there exists A ∈ Ψ0 with (x0, ξ0) ∈ Ell(A) such that for all N
there is CN > 0 such that

‖Auh‖HN~ ≤ CNh
N .

Semiclassical defect measures. If ~n → 0, we say that a sequence (un)n≥0 ⊂ L2
loc has semiclas-

sical defect measure µ as n→∞ (associated to ~n) if µ is a positive Radon measure on T ∗Rd such
that, as n→∞

(B.3) for all a ∈ C∞c (T ∗Rd), 〈a(x, ~nDx)un, un〉 →
∫
a dµ.

In addition, if (fn)n≥0 ⊂ L2
loc, we say that un and fn have joint measure µj if µj is a Radon

measure such that

(B.4) for all a ∈ C∞c (T ∗Rd), 〈a(x, ~nDx)un, fn〉 →
∫
a dµj .

Theorem B.3. ([Zwo12, Theorem 5.2].) Assume that (un)n≥0 ⊂ L2
loc is uniformly bounded in

L2
loc, that is, for any χ ∈ C∞c (Rd), there exists C > 0 such that for any n, ‖χun‖L2 ≤ C. Then,

(un)n≥0 has a subsequence (un`)`≥0 admitting a semi-classical defect measure. If, in addition,
(fn)n≥0 ⊂ L2 is bounded in L2 independently of n, n` can be taken such that (un`)`≥0 and (fn`)`≥0

have a joint defect measure.

B.2. Rough calculus. We need a semi-classical pseudo-differential calculus for Cr,α symbols. We
collect here the definition and properties of such operators that we use throughout the paper. For
r ∈ N, 0 < α < 1 and 0 ≤ ρ < 1, we say that p ∈ Cr,αSm if

‖Dβ
ξ p(·, ξ)‖Cr,α ≤ Cβ〈ξ〉

m−|β|.

Moreover, we say that B ∈ Cr,αΨm if B = Oph(b) with b ∈ Cr,αSm.

Lemma B.4. ([GSW20, Lemma 3.8].) For any r ≥ 0, 0 < α < 1, −r−α < s < r+α, and m ∈ R,
the map Op~ : Cr,αSm → L(Hs+m

~ , Hs
~) is bounded independently of ~. Moreover, for a ∈ C∞c ,

C1,αSm 3 p 7→ ~−1[Op~(p),Op~(a)] ∈ L(L2, L2)

is bounded independently of ~.

Lemma B.5. Let 0 < α < 1 and Q = Op~(q0) + ~Op~(q1) with q0 ∈ C1,αS2 and q1 ∈ C0,αS0

and suppose that u has defect measure µ. Then for a, b ∈ C∞c ,

i〈h−1 Op~(b)[Op~(a), Q]u, u〉 → µ(bHq0a), −i〈u, ~−1 Op~(b)[Op~(a), Q]u〉 → µ(bHq0a)

Proof. Let ψ ∈ C∞c (R) be such that ψ = 1 on [−2, 2], and for ε > 0 we define

qi,ε(x, ξ) := (ψ(ε|Dx|)qi)(x, ξ),
where q0 ∈ S2 and q1 ∈ S1, and

(B.5) Qε := Op~(q0,ε) + ~Op~(q1,ε), q̃ε := lim
~→0

q0,ε.

By [GSW20, Equations 3.8 and 3.9],{
‖[~Op~(q1 − q1,ε),Op~(a)u‖L2 ≤ C~εα2 ‖u‖L2 +Oε(~2),

‖[Op~(q0 − q0,ε),Op~(a)]u‖L2 ≤ C~ε‖u‖L2 .

Therefore,

(B.6)
∣∣∣~−1〈[Op~(a), Q−Qε]u, u〉u,

∣∣∣+
∣∣∣〈u, ~−1〈[Op~(a), Q−Qε]u〉u,

∣∣∣ ≤ Cεα2 +Oε(~).

On the other hand, since, for any T,U ∈ Ψ,

(B.7) ~−1σ~([T,U ]) = −i{σ~(T ), σ~(U)},
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we have that, as ~→ 0,

i~−1〈Op~(b)[Op~(a), Qε]u, u〉 → µ(bHq̃εa), −i~−1〈u,Op~(b)[Op~(a), Qε]u〉 → µ(Hq̃εa).

Therefore, sending h→ 0 in (B.6) we obtain, by the above,∣∣∣i lim
~→0

~−1〈Op~(b)[Op~(a), Q]u, u〉−µ(bHq̃εa)
∣∣∣+∣∣∣−i lim

~→0
~−1〈u,Op~(b)[Op~(a), Q]u〉−µ(bHq̃εa)

∣∣∣ ≤ Cεα2 .
Finally, since q0 ∈ C1,αS2 uniformly in ~, Hq̃ε → Hq0 . Sending ε→ 0 and applying the dominated
convergence theorem then proves the lemma. �

Lemma B.6. Suppose 0 ≤ δ < 1 and

|Dβ
ξ a| ≤ Cβh

(r+α)δ〈ξ〉m−|β|−(r+α)δ, ‖Dβ
ξ a‖Cr,αx ≤ Cβ〈ξ〉m−|β|.

Then, Op~(a) : Hm
~ → L2, and

‖Op~(a)‖Hm~ →L2 ≤ Ch(r+α)δ.

Proof. It is enough to check this for m = δ(r + α). For this, we unitarily transform to the case
~ = 1. Let T~u(x) = hdδ/2u(~δx). Then, T~ : L2 → L2 is unitary and T Op~(a)T ∗ = Op1(a~) with

a~(x, ξ) = a(hδx, h1−δ).

It is now easy to check that

|Dβ
ξ a~| ≤ Cβh

δ(r+α)〈ξ〉−|β|, ‖Dβ
ξ a‖Cr,α ≤ Cβh

δr〈ξ〉δ|α|−β .

Therefore, the lemma follows from [Tay11, Chapter 13, Proposition 9.10]. �

Lemma B.7. Suppose that a ∈ Cr,αSm. Then there is a~ satisfying

|∂γx∂
β
ξ a~(x, ξ)| ≤ Cγβ~−δγ〈ξ〉m−|β|+δγ ,

|Dβ
ξ (a− a~)| ≤ ~(r+α)δ〈ξ〉m−|β|−(r+α)δ, ‖Dβ

ξ (a− a~)(·, ξ)‖Cr,α ≤ Cβ〈ξ〉m−|β|.

Proof. Let ϕ0 ∈ C∞c (−1, 1), ϕ ∈ C∞c ( 1
2 , 2) such that

ϕ2
0(|s|) +

∑
j≥0

ϕ2(2−j |s|) ≡ 1.

Then put

a~(x, ξ) = (ϕ2
0(~ρ|Dx|)a)(x, ξ)ϕ2

0(ξ) +
∑
j≥0

(ϕ2
0(~ρ2−jρ|Dx|)a)(x, ξ)ϕ2

j (ξ).

The estimates now follow as in the proof of [Tay11, Chapter 13, Proposition 9.9]. �

Appendix C. Properties of Φθ(r)

Proof of Lemma 1.3. We first note that, using the principle square root,{
z ∈ C : Im

√
z = a

}
:=
{ y2

4a2
− a2 + iy : y ∈ R

}
=: Za.

Therefore, if z lies to the left of Za, then Im
√
z > a.

We are interested in

z(t, r) = (1 + if ′θ(r))
2 − t(1 + if ′θ(r))

2

(r + ifθ(r))2
, t ≥ 0.

Note in particular, that z(0, r) ∈ Zf ′θ(r) and the tangent to Zf ′θ(r) at z(0, r) is given by

2f ′θ(r)

2f ′θ(r)
2

+ i =
1

f ′θ(r)
(1 + if ′θ(r)).

Next, observe that

∂tz(t, r) = −(1 + if ′θ(r))
(1 + if ′θ(r))

(r + ifθ(r))2
.
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Hence, since Zf ′θ(r)) is convex, z(t, r) lies to the left of Zf ′θ(r) for t > 0 (and thus min
t≥0

Im
√
z(t, r) =

z(0, r)) if and only if

Im− (1 + if ′θ(r))

(r + ifθ(r))2
= Im− (1 + i tan θf ′(r))

(r + i tan θf(r))2
≥ 0 ⇔ tan2 θ ≥ r2

f(r)2
− 2r

f ′(r)f(r)
,

and Point (2) follows. Point (3) then follows from Point (2)

Now, fix δ > 0 and let g(r) denote the right-hand side of (1.11). Then, there is cδ > 0 such
that both f(r) > cδ and f ′(r) > cδ on r > R1 + δ, and thus g(r) < Cδ. Then by (1.11), since
tan θ →∞ as θ ↑ π/2, there is θδ such that for θ > θδ, Φθ(r) = f ′θ(r) and hence (4) holds.

To obtain (1), observe that by (4), for r > R1 + δ, and θ > θδ, Φθ(r) = f(r) tan θ > cδ tan θ.
Therefore, the result follows if Φθ(r) > cδ for δ ≤ θ ≤ θδ, which was proved in Lemma 4.1.

Finally, we prove (5). Indeed, for r ≤ R1, Φθ(r) ≡ 0, and for r ≥ R2, Φθ(r) = r tan θ. Therefore,
we need only consider (r, θ) ∈ [R1, R2]× (0, π/2).

Since we are using the principle square root and fθ ≥ 0, f ′θ ≥ 0, we have, for t ≥ 0,

Arg

√
1− t

(r + ifθ(r))2
∈ [0, π/2),

and thus

Φθ(r) = inf
t≥0

Φ̃θ(r, t) where Φ̃θ(r, t) := Im
(

(1 + if ′θ(r))

√
1− t

(r + ifθ(r))2

)
.

Next, for r > R1, θ > 0

lim
t→∞

Φ̃θ(r, t) =∞;

therefore, the infimum is achieved at some finite t, which we denote by tm = tm(r, θ). It is easy to
check that, when (1.11) does not hold,

tm(r, θ) = max

(
Im
(
(1 + if ′θ)

2(r − ifθ)4
)

Im
(
(1 + if ′θ)

2(r − ifθ)2
) , 0).(C.1)

Therefore

tm(r, θ) :=


0 if Im(1 + if ′θ)(r − ifθ)2 ≤ 0,

max

(
Im
(
(1 + if ′θ)

2(r − ifθ)4
)

Im
(
(1 + if ′θ)

2(r − ifθ)2
) , 0) otherwise

Note that tm(r, θ) is continuous since the numerator of the left entry of the maximum in (C.1)
is zero when Im

(
(1 + if ′θ)(r − ifθ)2

)
= 0, and the singularity in the left entry of the maximum

in (C.1) occurs when Im
(
(1 + if ′θ)(r − ifθ)2

)
≥ 0; this completes the proof. �
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