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Introduction

The brain is composed of billions of neurons which send and receive information between one another. Groups of functionally distinct and spatially separate neuronal populations are highly concentrated in areas of grey matter. Information transfer occurs between grey matter regions on both a local and global scale, via white matter fiber tracts, providing the physical infrastructure that supports functional interaction. Studying the whole-brain structural network using diffusion MRI tractography has recently become a popular research topic in neuroscience [1]. Here, one seeks to quantify the integrity of connections between grey matter regions and white matter pathways in vivo, on a global scale, in order to depict the topological organisation of brain structure and relate this to aspects of health and disease. The natural division of the brain into a set of connected grey matter regions forms a brain graph: allowing quantification of overall connectivity using graph theoretical analysis - a mathematical framework for analysing graphs. However, defining brain network nodes and edges is both a conceptual and practical challenge [2]. For example, how many nodes are there in the brain? and how does one construct an accurate and reproducible network of anatomical connectivity? A variety of methodological choices have been implemented to obtain the networks and it is not clear how these choices affect the anatomical accuracy of the network, the network metrics themselves, or network reproducibility. This report seeks to investigate the effect of different methodologies on the values of structural network measures and their reproducibility.

Previous studies have shown that, like many other naturally occurring complex systems, such as the internet and transport network, the structural network has a small-world topology [1,3,4]. Such networks are characterised by a similar global path length (the average number of edges traversed to connect all node pairs) and a higher global clustering coefficient (the average connection density between nearest neighbours of a node) than equivalent measures found in randomly generated networks with the same degree distributions. This organisation enables efficient information transfer between any two elements of the system and simultaneously a high degree of local communication, supporting the concept of segregation (highly interconnected sub-groups of brain regions, e.g. retinotopic maps) and integration (connections between sub-groups e.g. language systems) of information transfer in the human brain. The structural network contains hubs; regions that are highly connected or highly central to network communication [5,6,7]. Occipital and parietal cortical regions are frequently highly connected and contain hub regions such as the left and right precentral cortical gyri and precuneus. In addition, networks have been split into communities of nodes (or modules), defined as sets of nodes which have relatively higher connectivity within than between communities. A comparison of diffusion-weighted imaging and resting-state fMRI networks reveals a close relationship between structural and functional connections, including a significant overlap in the hub regions found in structural and functional networks [8], supporting the idea that structural networks represent the physical backbone that constrains functional interactions. Promisingly, it has been demonstrated that the structural network may reflect neurological phenotype. For example, network metrics are sensitive to the effect of age [9], gender [10] and IQ [11]. In addition, network alterations have been observed in relation to neurological diseases such as Alzheimer's disease [12,13], epilepsy [14,15] and schizophrenia [16,17,18], meaning such metrics may become useful as topological biomarkers of brain integrity.

Despite a large body of literature on the topic of structural networks, there is little agreement between studies of how to define network nodes or edges. Nodes of the brain network may defined using different scales and parcellation schemes. The most commonly used technique has been to warp the subjects structural image to an anatomical atlas template, such as the AAL atlas [5,11,16,18], where the grey matter regions are labelled according to anatomical landmark criteria. Atlas warping parcellations are favoured as they are relatively quick, but because of the spatial normalisation involved, do not accurately capture the individual variation in cortical anatomy between subjects. To overcome this, some studies have used a subject-specific parcellation such as Freesurfer, where the majority of the segmentation is performed in subject native space [19,20]. The majority of whole-brain parcellations have been relatively coarse, resulting in the order of 100 nodes. With these coarse parcellations, the boundaries between nodes may intersect or combine a single tract, dividing the connectivity properties of the tract between two or more nodes. Because of the uncertainty of where to place node boundaries, a number of studies have divided parcellated regions into smaller patches (in a pseudorandom fashion) [4,21], or used a range of parcellation scales to perform network analysis [6,22,23]. Random parcellations are quick, flexible and avoid the issue of where to place node boundaries, but have no neuroscientific meaning. A recent study has reported the effect of parcellation...
scale on network properties [24]. Network properties such as small-worldness were conserved across different parcellation scales although the values varied in a predictable but scale-dependent manner. The authors examined repeated random parcellations at each scale, and concluded that parcellation scale as opposed to parcellation scheme was the primary determinant of network topology.

There is also variation in the method used to obtain network edges. In structural networks, an edge represents a neural fiber tract that connects two nodes. Measures of edge connectivity are frequently quantified based on the number of streamlines connecting regions and as such the issue of which diffusion model, tracking technique and seed location to use arises. Due to its low computational and acquisition demand, the diffusion tensor model [25], combined with deterministic tracking, is the most commonly used technique for reconstructing network edges [7,20,22,26]. The diffusion tensor model assumes there is a single fiber population in each voxel. Neural tissue however, contains a mixture of extracellular and intracellular space, isotropic and anisotropic compartments and may contain multiple fiber populations with different orientations. Streamline tracking using diffusion tensors can therefore result in erroneous tracking through regions containing crossing fibers. Other models of the diffusion signal may be fitted to the data, such as the orientation distribution function (ODF) [27], multi-compartment models [28,29] and the fiber orientation distribution [30]. As well as reflecting true anatomical complexity in fiber orientations, these models also incorporate measures of uncertainty into each orientation. The ODF is more commonly used for defining fiber orientations in structural network analysis [4] than multi-compartment models [31]. Multi-compartment models such as the ball and two sticks model [32] may be more comprehensive than the simple diffusion tensor model, but also have some disadvantages. The number of fibers that can be represented in a voxel is commonly limited by the angular resolution of the data and they are also more computationally demanding to implement than the diffusion tensor model. A technique termed spherical deconvolution has been developed, which can resolve a higher number crossing fibers with high angular resolution of fiber orientations [30]. In contrast to other multi-fiber reconstructions, the spherical deconvolution is model-free, can represent a high number of possible fiber crossing, and does not require high angular resolution data.

Deterministic or probabilistic tracking techniques may be used to track through fiber orientations. The majority of structural network reconstructions have used deterministic [10,12,20], as opposed to probabilistic streamline tractography [19,33,34]. Deterministic tractography, which simply follows the directions of maximum fiber coherence, does not track through branching fiber architecture. Probabilistic approaches on the other hand produce a dispersion of streamlines and therefore a probability of connection to other voxels from a seed voxel [28]. This enables quantification of the connection probability throughout the brain, which may be desirable for constructing structural networks when the intrinsic connection sparsity is unknown. The deterministic tracking algorithm has been shown to be inferior to probabilistic tracking approaches when considering the receiver operating characteristics of the human structural network compared a structural network of the macaque cortex derived from tract tracing techniques [31]. Also, some network metrics obtained by using probabilistic tractography [33- Vaessen et. al. 2010] were more reproducible than those using deterministic tractography [2- Bassett et. al. 2012, 35- Cheng et. al. 2012].

Different pipeline streams vary in their sensitivity to acquisition reproducibility in diffusion weighted or structural data. Intra-subject reproducibility has been investigated, using repeated diffusion-weighted scanning, with respect to both diffusion signal acquisition scheme [Vaessen et. al. 2010, Bassett et. al. 2010] and parcellation scheme and scale [Bassett et. al. 2010] in a small number of subjects (n=6 and 7). [Vaessen et. al. 2010] examined the effect of varying the number of diffusion gradient directions on the network characteristics and their intra-subject reproducibility. They found that increasing the number of diffusion directions resulted in a higher number of longer streamlines, which significantly affected the global pathlength of the network. The number of gradient directions had no significant effect on the intra-subject reproducibility, although a trend of decreasing reproducibility was observed with increasing network sparsity. High coefficients of variation (CV) for the raw connection strengths were reported, indicating relatively low reproducibility across repeat scans, whereas reproducibility was high for mean network measures such as clustering and pathlength. [Bassett et. al. 2010] examined the effect of varying parcellation scheme and parcellation scale on reproducibility of network properties using DTI and DSI acquisitions. While the study found that some global properties of both DTI and DSI networks were highly reproducible, more widely used metrics such as clustering coefficient, pathlength and small-worldness had poorer reproducibility. Networks obtained by DSI had a higher number of reconstructed tracts and larger mean connection strengths between nodes, agreeing with other studies showing an increased number of tracts from
higher angular resolution-acquired data [24, Vaessen et al. 2010]. The parcellation and acquisition scheme giving the highest reproducibility was the AAL atlas with a DT acquisition. A plausible explanation was for this was that the longer tracts in DSI networks would be subjected to a larger cumulative noise and therefore greater variation of connection strengths across repeat scans. Another explanation was that the whole-brain templates used for parcellation would be more sensitive to poor inter-subject concordance of brain region parcellation, which would disproportionately affect the denser DSI networks. A further explanation was the fact that DSI acquisition were ~5 times longer than DTI, and used higher b-values, which decreased the signal to noise ratio of the data. A drawback of these studies is the small number of subjects used, limiting accurate measurement of connection variability.

More recently, the intra- and inter-subject reproducibility of the raw connection matrix and the subsequent network metrics obtained has been studied in a larger group of subjects [Cheng et al. 2012]. The authors used a subject-specific parcellation with deterministic tractography and used mostly measures of correlation to describe variability. Intra-subject correlation in edge weights was higher than inter-subject correlations, whereas the intra-subject correlation in global network measures was markedly lower and varied across different network metrics. The CV of edge weights between subjects was in the range of 0–160%, although this value was not reported for intra-subject edge weights. The CV for graph theoretical measures between subjects depended on which network metric was being considered, but was generally in the range of 4–10% for global metrics, and markedly higher for local (per-node) metrics. CV was not reported for intra-subject reproducibility of graph theoretical metrics. Similarly to [Bassett et al. 2010], relatively low Intra-Class Correlation (ICC) values (below or equal to 0.5) were reported for global network metrics, indicating the between-subject variability outweighed within-subject variability. Although [Cheng et al. 2012] used a larger number of subjects, the effects of different parcellation, diffusion modelling or fiber tracking scheme on reproducibility were not considered. Also, a simple measure of correlation was used to examine intra-subject reproducibility using only two repeat scans. Correlation may be an unsuitable measure to assess reproducibility since it assumes a statistical independence of data points. Furthermore, with the exception of [Vaessen et al. 2010], these reproducibility studies used DT tractography to reconstruct connecting fibers. Despite using a subject-specific parcellation, [Cheng et al. 2012] reported similarly low global network reproducibility values to that described in [Bassett et al. 2010].

From these reproducibility studies a general trend is observable; connection strength reproducibility within and between subjects is low compared to graph theoretical measures. Global graph metrics had higher intra-subject reproducibility than local metrics, but as indicated by the moderate ICC values reported in [Bassett et al. 2010] and [Cheng et al. 2012], this variability is equal or only slightly smaller than between-subject variability. Statistically, the connection strength has high CV, graph measures have a lower CV, but also an ICC around 0.5. It is clear that the values of reproducibility obtained depends on the parcellation scheme, tractography algorithm and connection weighting scheme and as admitted in [Cheng et al. 2012], structural network reconstruction is still facing some technical challenges before being used as a reliable biomarker.

A complete pipeline to maximise reproducibility by incorporating processing streams that better depict the true anatomy has not been described. Improvements in anatomical accuracy and intra-subject reproducibility of structural networks may be realised by using a more accurate model of diffusion combined with a subject-specific parcellation. In this report, the concepts of subject-specific parcellation, multi-fiber modelling, and probabilistic tracking techniques are combined and applied to the problem of network reproducibility in a large number of subjects. Two reconstruction pipelines were used to reconstruct structural networks from diffusion-weighed data acquired in triplicate. Pipeline 1 (P1) uses widely available and commonly used tools whereas pipeline 2 (P2) uses more recently developed algorithms. It is expected that with better methods for reconstructing network nodes and edges, the reproducibility of connection weights and network metrics will be higher.
Methods

Subjects and Image Acquisition

Twenty eight healthy young adult subjects (16 male, 12 female, mean age 28.5 standard deviation 3.9 years) participated in this study. Subjects had no prior history of neurological impairment and no brain abnormalities at the time of scanning, as determined by examination of their structural scan by an expert radiologist. Two T1-weighted images of (1mm)$^3$ resolution were acquired sequentially with a 3D Fast Low-Angle Shot (FLASH) sequence (176 contiguous sagittal slices, 256 x 224 mm FOV, TR=11ms, TE=4.94ms and $\alpha=15^o$) on a 1.5T Siemens Avanto MRI scanner at Great Ormand Street Hospital, London. A diffusion-weighted echo planar sequence (TR = 7300ms, TE = 81ms) with 60 orthogonal diffusion directions ($b = 1000s/mm^2$) was used to acquire diffusion-weighted images of (2.5mm)$^3$ and three un-weighted diffusion images ($b=0$ images). The diffusion-weighted sequence was repeated three times for each subject to allow assessment of intra-subject reproducibility.

Image Processing

DICOM images were converted into NIFTI format and the brain was extracted from all images using FSL’s brain extraction tool [36]. In order to increase the signal to noise ratio of the structural image, the two acquired T1-weighted images were bias field corrected, registered and averaged in Freesurfer v5.1.0. The diffusion-weighted volumes were corrected for eddy-current induced distortions by affine registration to the no diffusion-weighted image using the diffusion-specific FSL FDT algorithm [37].

Cortical Parcellation

To define network nodes, the cortical grey matter voxels of the T1-weighted images were parcellated into regions using automated software. **Pipeline 1.** Freesurfer was used to parcellate the structural image into 68 cortical regions (34 for each hemisphere), as defined by the Desikan-Killiany Atlas [38]. The parcellation scheme assigns a neuroanatomical label to each location on a cortical surface model of the image, based on probabilistic information from a manually labeled training set [39]. Regions of interest (ROI) were extracted from the Freesurfer “aparc+aseg” volume. **Pipeline 2.** NiftySeg was used to parcellate the structural image into 44 brain regions (22 for each hemisphere), as defined by the Hammer's Atlas [40]. In this parcellation scheme, multi-STEPs first labels brain regions by propagating a set of manually labelled T1-weighted images to the subjects structural image. Multi-STEPs implements an expectation-maximization algorithm with a Markov random field regularization to produce accurate segmentations that are also computationally efficient. The LoAd algorithm was then applied to obtain the grey cortical matter of the parcellated regions [41]. For a full list of labels for both pipelines see Table A.1.

Figure 1. Representative cortical parcellations shown in axial orientation. Freesurfer (left) and NiftySeg (right) were used to parcellate the grey matter of the cortex into 68 and 44 ROI, respectively. Region names and labels are listed in Table A.1.
Registration

To segment the cortical structures of interest in native diffusion space, the structural and diffusion-weighted images were co-registered. The registration field was determined as follows. An affine registration was used to register the b=0 image to the higher resolution averaged T1-weighted image. The T1-weighted image was then non-linearly registered to the b=0 image using the inverse of the transformation acquired in the previous stage as a starting transformation. The transformation field was retained and applied to each ROI to transform them into diffusion space. Label intensities were preserved in the final transformation by using nearest neighbour interpolation. **Pipeline 1.** FSL FLIRT was used to register b=0 image to the T1-weighted image. The registration algorithm used a normalised correlation cost function with 12 degrees of freedom and trilinear interpolation was used to estimate voxel intensities between voxels occurring due to sub-voxel transformations [37]. FSL FNIRT was then used to register from T1 to diffusion space. **Pipeline 2.** Niftyreg was used to perform the affine and non-linear registrations using the default settings. The non-linear registration implemented in Niftyreg is a re-factorisation of the existing non-linear registration, which uses cubic B-spline interpolation with normalised mutual information [42] as the cost function, and as such is more computationally efficient than existing non-linear registration methods [43].

Diffusion Modelling

To infer the underlying orientations of fiber bundles at each voxel, a model can be fitted to or extrapolated from the diffusion signal. **Pipeline 1.** A ball and two sticks fibre model was fitted to the diffusion data. The Bayesian Estimation of Diffusion Parameters Obtained using Sampling Techniques (BEDPOSTX) algorithm was used to fit a 2 fibre model to each voxel. The BEDPOSTX algorithm uses Markov chain Monte Carlo sampling to estimate the fibre orientation dispersions [32]. **Pipeline 2.** Constrained spherical deconvolution was applied to estimate the underlying fibre orientation distributions in each voxel, using MRTrix [44]. The maximum number of allowable fiber populations was set to 8. In contrast to pipeline 1, this diffusion model makes no a priori assumptions on the number of fibre populations present in each voxel.

Probabilistic Tractography

In order to track the paths of fiber trajectories arising from each cortical region, 100 probabilistic streamlines were seeded for each ROI voxel. **Pipeline 1.** The default settings in FSL ProbTrack algorithm were used to determine the streamline trajectories [28]. The sampling interval was 0.5 mm and stopping criteria meant that tracks terminate if they curve by more than 80°. **Pipeline 2.** Streamlines were propagated using the default settings in MrTrix [45]. The sampling interval was 0.2 mm, maximum curvature threshold was 60° and minimum FA threshold for tracking through a voxel was 0.1. For both tracking schemes, the stopping criteria prevents streamlines from leaving the brain mask or from passing through a voxel that has already been visited. Note, using these default parameter settings, pipeline 2 initiates streamlines (from voxels with FA > 0.2) by uniform sampling from the ROI until (100 x the number of voxels in the ROI) are produced that pass the minimum acceptance criteria (a minimum streamline length of 10 mm), whereas pipeline 1 produces 100 streamlines uniformly from each voxel regardless of whether they pass the minimum acceptance criteria.

Network Construction

Connection Strengths

To construct the network, cortical regions were represented as network nodes and the fiber connections between them as edges. The connection strength between two cortical regions was defined as the fiber density of connecting fibres (as in [46]) and was calculated as the sum of connecting streamlines divided by the mean volume of the two ROIs. Performing this calculation between N cortical regions produces an N-by-N directional association matrix of connection strengths between all regions. As diffusion MRI does not contain directional information, the value of connectivity was averaged for each region pair, resulting in an undirected graph. This network connection strength matrix was calculated for the repeat scans of all subjects.
Graph theoretical analysis was performed on binary networks derived from the connection strength matrices. Binary networks assume that connections are either absent or present. To obtain a binary network, a threshold is applied to the connection strength matrix. Thresholding allows comparability between networks and reduces the number of false positive connections. Given that graph theoretical values of binary networks are highly dependent on the number of connections in the graph, choosing a single connection strength threshold is sub-optimal for comparing networks that have differing connection strength distributions (see Fig. 2). The connection density of a graph describes the fraction of edges that exist in the network as a proportion of the total possible connections present before thresholding. Using a fixed connection density, where a given fraction of the strongest connections are retained, allows one to study the overall topology of the network without confounding effects from varying the number of edges. Once the binary network is obtained, whole-brain (global) and single region (local) network connectivity measures can be derived using graph theory. Since it is unclear which connection density to use to analyse brain networks, graph theoretical metrics were obtained for a range of densities (from 0.1 to 0.5) for each network.

Figure 2. Distribution of connection strengths in the connection strength matrix of the first scan for each subject in P1 (left) and P2 (right) networks. Shown are the mean and interquartile ranges of the connection strength distributions. Outlying connection strengths are not shown. Connection strength distributions differ greatly between subjects meaning that using single value threshold to produce binary graphs will result in networks having different numbers of connections.

Figure 3. An image representation of a connection strength matrix (left) and the corresponding binary adjacency matrix (right) for subject 1, produced by thresholding the connection strength matrix so that a given number of strongest connections are retained. With the matrix origin in the bottom-left corner, entries describe the connection strength or connection presence between the seed region (matrix column) and target region (matrix row). Adjacency matrix entries of 0 and 1 are displayed as black and white, and represent the lack of or presence of a connection, respectively.
Graph theoretical analysis was applied to binary networks to quantify local and global network metrics and their reproducibility. The global metrics of clustering coefficient, pathlength and small-worldness were calculated for all networks. The local metrics of clustering coefficient, pathlength and centrality were also calculated for all nodes in all networks.

The clustering coefficient of a node measures the extent to which the connections from a particular node are themselves inter-connected. The local clustering coefficient was calculated as the number of connections existing between the nearest neighbours of a node divided by the total number of possible connections between neighbours given their node degrees [3]. The global clustering coefficient was calculated as the mean clustering coefficient of all nodes.

The pathlength describes how close nodes are in terms of network topology. A path exists between two nodes that can be connected by some combination of edge traversal. The path length between two nodes is calculated as the minimum total number of edges traversed to travel through the network from one node to another [3]. The local pathlength of a node is the average of path lengths that connect this node to all other nodes. The global pathlength is the mean of all local pathlengths in a network. The global pathlength gives a general indication of the mean number of paths travelled to connect any two nodes in the network.

Betweenness centrality (referred to hereafter as centrality), is a measure of how essential a given node is as an intermediate node in all minimum paths between other nodes in the network [47]. It is the cumulative number of shortest paths between all other nodes in the network that pass through the given node, divided by the total number of connections in the network.

The small world phenomenon is a commonly reported characteristic in complex networks and signifies a network architecture which is somewhere between a random network and a regular lattice [3]. A random network will have a relatively short global pathlength and low global clustering coefficient compared to a regular lattice, which will exhibit higher mean path length and higher clustering. A small world network has either a shorter global pathlength than a random network, higher global clustering, or both. The small-worldness of a network can be calculated as the ratio of global clustering coefficient to global pathlength after both measures have been normalised (divided) by their equivalent values found in randomly generated networks. To make this calculation, networks of the same number of nodes and connection density, but a random combination of connections, were generated and their global pathlength and global clustering coefficient calculated. For each network, the random network pathlength and clustering was calculated as the mean across three trials. A small-worldness, or small-world index (SWI), greater than 1 indicates that the network has small-world properties [50].

All graph theoretical analyses used in this study were performed in-house using the R programming language (v2.14.2).
Network Reproducibility

Reproducibility of the raw connection strengths, global network measures (global clustering coefficient, global pathlength and small-world index) and local network measures (local clustering coefficient, local pathlength and local centrality) were calculated for both pipelines. To give a general indication of local reproducibility, the reproducibility values described below are reported as an average across all nodes.

Reproducibility was assessed using the Coefficient of Variation (CV) and Intra-class Correlation Coefficient (ICC). The CV measures the standard deviation of a value as a fraction of the mean, while the ICC estimates the ratio of between subject variance to total variance. Intra-subject CV was calculated as the mean intra-subject standard deviation divided by the overall subject mean. Inter-subject CV was calculated as the standard deviation of the intra-subject means, divided by the overall subject mean. ICC was calculated as the between-subject variance (variance of the intra-subject means) divided by the total variance, where the total variance is the between-subject variance plus the within-subject variance (the average intra-subject variance). An ICC above 0.5 indicates good intra-subject reproducibility, as the inter-subject variance is greater than the intra-subject variance.
Results

Connection Strengths

Connection strengths determine which edges are included in the network and are therefore of great importance to structural network analysis. P1 and P2 networks had different raw connection densities (Fig. 4, right). P1 networks had a mean density of $0.67 \pm 0.12$ (± standard deviation) across all subjects, whereas P2 networks had a mean density of $0.98 \pm 0.02$. The connection density ranged from 0.48 to 0.89 for P1 networks and 0.91 to 1.00 for P2 networks.

To compare overall connectivity strengths between pipelines P1 and P2, the subject grand mean connectivity matrix was calculated by averaging all connection matrices. Fig 4 shows that the two pipelines resulted in different patterns of connectivity strengths. The average connection strength was 0.05 for P1 and 0.15 for P2. Networks in both pipelines had higher raw connection strengths between intra-hemispheric regions. The mean intra-hemispheric connection strength was 0.09 for P1 and 0.24 for P2, whereas the mean inter-hemispheric connection strength was 0.01 for P1 and 0.05 for P2. Inter-hemispheric connections between homologous left-right regions were also high for both pipelines, with a mean of 0.29 and 0.56 for P1 and P2.

Figure 4. Connection strength matrices for P1 and P2. (Left) P1 grand mean connection strength matrix. (Middle) P2 grand mean connection strength matrix. (Right) Point plot of connection densities of all networks for P1 and P2. Connection density is calculated as the number of non-zero connections as a proportion of the total number of possible connections. P2 networks have higher mean connection strengths and higher raw connection densities.

Intra- and inter-subject variability of connection strengths differed greatly in P1 and P2 networks (Fig. 5). The mean intra-subject CV of all connections in P1 networks was 0.66 ± 0.37, whereas the mean for P2 networks was 0.26 ± 0.12. Intra-subject CV ranged from 0.05 to 1.73 in P1 networks, whereas P2 ranged from 0.04 to 0.70. For both P1 and P2, the intra-subject CV was lower for intra- than inter-hemispheric connections (Fig. A.1). Inter-subject variability was higher in magnitude but showed a similar pattern to the intra-subject variability (Fig. A2). The mean inter-subject CV of all connections in P1 networks was 1.77 ± 0.82, whereas the mean for P2 networks was 0.71 ± 0.34. Inter-subject CV ranged from 0.18 to 5.29 in P1 networks, whereas P2 ranged from 0.07 to 1.75. For both P1 and P2, the inter-subject CV was lower for intra- compared with inter-hemispheric connections.
Figure 5. Reproducibility of raw connection strengths in pipelines 1 and 2. Boxplots show the distribution and range of intra- and inter-subject CV's. For both P1 (dark-red and red boxes) and P2 (dark-blue and blue boxes), inter-subject CV was generally higher than intra-subject CV. In P2 networks, both intra- and inter-subject CVs of connections have smaller distributions than in P1 networks.

For both pipelines, the ICC for all connections was high (all above 0.5, Fig. A.3), indicating that inter-subject variance was greater than intra-subject variance. Over all connections, the mean ICC was 0.861 for both pipelines. In contrast to CV values, little difference was found in the ICC of intra- vs inter-hemispheric connections.
**Graph Theory Metrics**

**Global Metrics**

To describe the overall relationship between network metrics and connection density, the mean global metrics were calculated across subjects for each connection density. Fig. 6 shows that for both pipelines, global metric were dependent on the connection density. Clustering coefficient increased from 0.49 to 0.72 in P1 networks and 0.40 to 0.70 in P2 networks. Pathlength decreased from 3.0 to 1.48 in P1 and 3.44 to 1.47 in P2. SWI decreased from 3.91 to 1.44 in P1 and 3.23 to 1.39 in P2, respectively.

**Figure 6.** Global network characteristics for P1 and P2 networks over a range of connection densities. Shown is the average metric over all subjects ± the standard error of the subject means for (Left) clustering coefficient, (middle) pathlength and (right) SWI. P1 is shown in red and P2 is shown in blue. P1 networks have higher mean clustering, lower mean pathlength and higher mean SWI over all connection densities.

Intra- and inter-subject variability of global graph metrics differed in P1 and P2 networks. The intra-subject CV was low for global clustering coefficient, pathlength, centrality and SWI and decreased moderately with increasing network density in both pipelines (Fig. 7). The inter-subject CV of global metrics was higher than intra-subject CV and also decreased with increasing network density. Although the decrease was not uniform, global clustering coefficient intra-subject CV decreased from 0.021 to 0.008, global pathlength decreased from 0.011 to 0.002 and SWI decreased from 0.036 to 0.008 with network densities of 0.1 to 0.5 in P1 networks. Global clustering coefficient intra-subject CV decreased from 0.026 to 0.007, global pathlength decreased from 0.011 to 0.002 and SWI decreased from 0.064 to 0.007 with network densities of 0.1 to 0.5 in P2 networks. Global clustering coefficient inter-subject CV decreased from 0.024 to 0.017, global pathlength decreased from 0.019 to 0.003 and SWI decreased from 0.040 to 0.01537 with network densities of 0.1 to 0.5 in P1 networks. In P2 networks, inter-subject CV decreased from 0.044 to 0.019 for global clustering coefficient, 0.021 to 0.003 for global pathlength and 0.0622 to 0.016 for SWI.
Figure 7. Reproducibility of global network metrics over a range of connection densities. Plotted are the intra-subject CV (triangles) and inter-subject CV (squares) for (left) clustering coefficient, (middle) pathlength and (right) SWI. P1 is plotted in blue and P2 is in red. Inter-subject CV is lower than intra-subject CV over all connection densities for all network metrics. For both pipelines, SWI has the highest variability at low connection densities whereas all metrics have lower CV at higher densities.

For both pipelines, the ICC of global metrics was generally high (above 0.5) for clustering coefficient, pathlength and SWI, indicating that between-subject variation was greater than within-subject variation for these metrics. P2 networks had higher global clustering coefficient ICC than P1 networks across all network densities. For global pathlength, P1 networks had greater ICC than P2 networks. For both pipelines, the ICC of small-world index was lower at densities of 0.25 or less, whereas the ICC was high for densities of 0.3 or more (>0.75).

Figure 8. Reproducibility of global network metrics over a range of connection densities. The ICC is plotted for clustering coefficient (green), pathlength (blue) and small-world index (red) for P1 (left) and P2 (right) networks. ICC is greater than 0.5 for all metrics in both pipelines (apart from SWI at densities of 0.2 or less for P1 and 0.1 for P2), indicating good intra-subject reproducibility.
Local Metrics

Intra- and inter-subject variability of local graph metrics did not differ greatly between P1 and P2 networks. For both pipelines, local metrics had higher intra and inter-subject CVs than their equivalent global metrics (Fig. 9). As with global metrics, inter-subject was greater than intra-subject CV, suggesting good inter-scan reproducibility. For both pipelines the intra and inter-subject CV generally decreased with network density for clustering coefficient and centrality, although the relationship was less strong than with global metrics. The mean intra-subject CV of local metrics decreased from 0.087 to 0.034 and 0.271 to 0.230 for clustering coefficient and centrality respectively, for P1 networks. For P2 networks, the mean intra-subject CV decreased from 0.095 to 0.027 and 0.222 to 0.175 for clustering coefficient, and centrality. For both pipelines, the mean intra-subject CV was similar across all densities for local pathlength (~ 0.021).

Figure 9. Reproducibility of local network metrics over a range of connection densities. Plotted are the mean intra-subject (triangles) and inter-subject (squares) CV over all nodes for P1 (red) and P2 (blue) ± the standard deviation of the CV across nodes. Local metrics have higher CV than global metrics, although inter-subject CV is higher than intra-subject CV for (left) clustering coefficient, (middle) pathlength and (right) centrality, indicating good reproducibility.

For both pipelines, the between-subject variability of local metrics was higher than within-subject variability for most nodes (Fig. 9). The proportion of total variance accounted for by between-subject variance was higher in local than global metrics. Across nodes, the mean ICC increased marginally with increasing density. In P1 networks, the local clustering coefficient, pathlength and centrality mean ICC was above 0.7 for all network densities. For P2 networks, the local mean ICC was above 0.65 for all connection densities.
Figure 10. Reproducibility of local network metrics over a range of network densities. The ICC is plotted for clustering coefficient (green), pathlength (blue) and centrality (purple). Points show the mean ICC of all nodes ± the standard deviation of the ICC across nodes. Both pipelines give high ICCs for local metrics.


Discussion

Studying the whole-brain structural network using diffusion MRI tractography has begun to provide new insights into the anatomical organisation of nerve fibers in vivo. By quantifying local and global network architecture, these analyses have potential to detect both widely distributed and targeted alterations in nerve fiber integrity that may occur due to neurological variation or disease. However, the different parcellation and tractography schemes that have been used to define network nodes and edges have resulted in variability of network metrics between studies, meaning the effect of methodology on network architecture is a confounding factor in structural network studies. In addition, different schemes may be differently sensitive to noise and other image artefacts present in diffusion-weighted data, limiting their ability to describe true differences in network architecture between subjects. In this report we investigated the intra- and inter-subject reproducibility of network metrics obtained using two different reconstruction pipelines in a large group of subjects undergoing repeat diffusion-weighted scanning. In both of the pipelines, the network characteristics displayed similar relationships with randomly generated graphs, such as higher clustering and lower pathlength. Differences between pipelines were observed in terms of network values and their intra- and inter-subject variability in both raw connection strengths and global and local network metrics.

The raw connection matrices were densely connected for both pipelines (Fig. 4). For both pipelines, intra-hemispheric connections were stronger than inter-hemispheric connections. In addition, inter-hemispheric connections between homologous left-right hemisphere regions were also stronger. This pattern of connectivity has been previously demonstrated in other whole-brain structural networks [5, Cheng et. al. 2012]. Due to the proximity of intra-hemispheric regions, it is not clear whether the connectivity pattern represents greater anatomical connectivity within hemispheres, or, since intra-hemispheric regions are closer, a possible distance bias in the connection strength quantification.

P1 networks were sparser and had lower connection strengths than P2 networks. This could be due to the different number of nodes, and therefore the differences in region volumes between the pipelines. P2 networks had fewer nodes, meaning the region volumes were larger. Conceptually, larger regions will encompass a higher number of functionally distinct neural populations. As each of these populations connects to other regions via fiber tracts, larger regions may have a higher probability of connection to other nodes. Practically, the total number of seeded streamlines was proportional to the number of voxels in the node ROI, which may have increased the connection probability between larger regions. Another explanation for increased connectivity strength and densities in P2 networks could be the number of voxel fiber populations represented by each pipeline. P2 estimates the fiber orientations using spherical deconvolution, which is capable of representing up to eight independent fiber orientations per voxel [44]. P1 used the ball and two-sticks model which can represent a maximum of two fiber orientations per voxel [32]. This difference in orientation modelling means that P2 streamlines may have been able to track through some regions containing multiple fiber populations where P1 streamlines otherwise terminated, resulting in a higher number of longer streamlines in P2 networks and therefore higher overall connectivity. Many previous studies have obtained more sparsely connected matrices ([5, 11] for example), which are thought to represent the true sparsity of neural fibers found in tract tracing studies [51]. Studies obtaining sparse networks (around 0.1-0.3 connection density) have typically employed deterministic tractography techniques, which use a low number of seeds to quantify connectivity. Probabilistic tractography techniques however utilise a larger number of seeded streamlines to capture information regarding connection probabilities between regions, resulting in a more strongly connected network [Vaessen et. al. 2010]. Due to the difficulty in validation of fiber tracts in vivo, it is not known which technique reflects the true anatomical connectivity pattern. An advantage of using probabilistic approaches is that the more densely populated connection matrices allow for greater flexibility in the choice of connection density at which to analyse the binary network.

Similarities between pipelines were found in connection strength reproducibility. For both pipelines, the intra- and inter-subject CV of connections was inversely related to the connection strength (Fig. A.1, A.2). Since connection strength was proportional to the distance between regions, this suggests that a streamline distance between regions may have affected the intra- and inter-subject connection strength variability. A distance bias may occur in streamline-based tractography because of the higher cumulative noise encountered for longer streamlines. A detailed investigation of the effect of distance on connection
strength and reproducibility was outside the scope of the report. However, high correlations were found between connection euclidean distance, connection strength and intra- and inter-subject reproducibility for both pipelines (Table A.2), suggesting that the effect of streamline distance should be investigated in future work. A number of previous studies have suggested the existence of a streamline distance bias in connection quantification. [Cheng et al. 2012] showed that a connection quantification method that normalised connection strengths by the connecting streamline distance improved the correlation in connection strengths between repeat scans. An approach to correct for distance bias therefore may be to incorporate measures of distance into the connection strength measure as a penalization term, as in [Cheng et al. 2012].

For both pipelines the reproducibility of connection strengths was higher within-subjects than between-subjects, as shown by the high ICC values and higher inter- than intra-subject CV's (Fig. 5, A.1, A.2, A.3). This finding is in agreement with previous studies by [Bassett et al. 2010] and [Cheng et al. 2012] where measures of correlation in connection strength between repeat scans had greater within-subject than between-subject similarity. Despite high ICC values, both pipelines had high connection strength CV's (Fig. 5). Previous studies have also reported high CVs for connection strengths. [Vaessen et al. 2010] found that intra-subject connection strength CV was in the range of 50-100%, whereas [Cheng et al. 2012] found inter-subject CV's up to 160%. P2 networks had lower intra- and inter-subject CV's than P1 networks, indicating superior within-subject and between-subject reproducibility for this pipeline. This may be due to the higher connection strengths of P2 networks, where the higher number of connecting streamlines increased the signal to noise ratio of the connection strengths. As previously mentioned, the number of connecting streamlines may have increased in P2 networks because of the fiber orientation modelling method, the larger node volumes, or some combination of both. [Cheng et al. 2012] found a small negative correlation between node size and the normalised standard deviation of connection strength using an identical connection quantification scheme. This suggests that node size may have a negligible effect on connection strength variation and therefore that other factors such as tractography scheme may be the cause of the differences in reproducibility between these pipelines. Another explanation may be the registration of ROI to diffusion space. Visual inspection of registrations shows that P1 registrations were poor in frontal regions, whereas P2 registrations were of higher correspondence. Examining the reproducibility of connections from frontal regions in P1 and P2 networks would allow the influence of this mis-registration to be assessed.

For both pipelines a number of similarities and trends were observable in the global network metrics obtained. All networks had a SWI greater than 1, meaning that either the clustering is higher or pathlength is shorter than that found in an equivalently connected random networks (Fig. 6). Small-worldness is a phenomenon found in almost all structural network studies and suggests the network is connected in a way that promotes local specialisation and global integration of brain regions. Global clustering coefficient, which may represent local specialisation, increased as function of connection density for both pipelines. It has been demonstrated in previous studies that the distribution of streamline lengths is skewed towards short streamlines [24, Vaessen et al. 2010], meaning that the majority of streamlines connect regions that are nearby. The increase in clustering with density may be because higher densities include a higher number of lower strength connections, which are in turn likely to be between anatomically close regions. For both pipelines, global pathlength decreased with increasing network density. This is because the addition of more connections to the network creates new paths between nodes and therefore decreases the average pathlength in the network. [Vaessen et al. 2010] also found that clustering coefficient increased and pathlength decreased with increasing connection density. Despite an increase in clustering coefficient and a decrease in pathlength observed with increasing density, the SWI decreases with density for both pipelines. The SWI calculation considers the characteristics of randomly generated graphs and therefore this observation must be due either a larger decrease in the pathlength or a larger increase in clustering of the equivalent random networks. In other words, the weaker connections included into the network with increasing density contain a higher number of connections (possibly false positive connections) that do not reflect the small-world characteristics of the structural network in comparison to random graphs.

There were also notable differences in global metrics between pipelines. Mean clustering was higher in P1 than P2 networks for all connection densities. Also, P2 had higher pathlength than P1 over all connection densities. These findings are in contrast to [24] and [Bassett et al. 2010] where clustering coefficient decreased and pathlength increased with nodal scale. As P2 had fewer nodes, this may be because the average distance between nodes increased as a function of node scale. P1 networks had higher SWI than
P2 networks at all densities. This finding is in agreement with [24], where it was demonstrated that increasing nodal scale results in increasing SWI. However, while the findings of [24] are due primarily to a decrease in the clustering coefficients of random graphs, our findings are likely to be primarily due to both an increase clustering coefficient and decrease in pathlength of P1 networks. The higher clustering and lower pathlength found for P1 networks demonstrates that the prediction of global metrics with node scale in [24] applies only to networks generated with similar pipelines and demonstrates that other methodological factors such as parcellation and tractography scheme also affect the global clustering and pathlength metrics independently of nodal scale.

Despite large differences in the reproducibility of connection strengths between pipelines, the global network metrics were highly reproducible in both pipelines (Fig. 7, 8). These results may be explained by the relatively lower CV of higher strengths connections that are retained in the graph after thresholding, providing robustness of graph theoretical analysis to highly variable connections. For both pipelines, the intra-subject CV of all global measures was lower than their inter-subject CV across densities, reflecting relatively good within-subject reproducibility. Both intra- and inter-subject CV were small in magnitude (generally less than 6%) and decreased with network density (Fig. 9). Global pathlength had the highest between-subject and within-subject reproducibility in both pipelines. For both pipelines, the inter-subject CV for global pathlength was less than 3% whereas intra-subject CV was less than 1%. The ICC, which measures the proportion of between-subject variability to total variability, was above 0.5 for global clustering and global pathlength across all densities for both pipelines, indicating that between-subject differences in these metrics outweighed within-subject differences. P1 global pathlengths had a higher ICC than P2, while P2 global clustering coefficient ICCs were higher than P1. The SWI ICC was approximately 0.8 for densities of 0.25 or more for both pipelines, but at densities less than 0.25 the within-subject variability was approximately equal or greater than between-subject variability for this metric. Since both global clustering and pathlength had high ICCs at this density range, the low reproducibility of SWI found at low connection densities may be due to variation in the clustering and pathlength of the random networks. Increased reproducibility of the SWI at lower connection densities may therefore be achieved by increasing the number of random networks used to calculate the random clustering and pathlength, thereby reducing their variation.

Reproducibility of global network metrics was higher than some previously reported values. The intra-subject reproducibility of global metrics of both pipelines was higher than in [Bassett et al. 2010], where lower ICC values (~0.6) were reported for global network metrics averaged over multiple nodal scales and parcellation schemes. [Vaessen et al. 2010] reported high reproducibility, with intra-subject CVs of less than 3% and ICCs of approximately 0.7 for global clustering, pathlength and small-world index at densities of 0.2. As in the current study, the intra-subject CV of these global metrics decreased with increasing density, although the effect was also small. The reason for the difference in reported reproducibility values between studies may be due to other methodological factors, such as different atlases used for nodal parcellation (both [Vaessen et al. 2010] and [Bassett et al. 2010] employed different template-based atlases) or different fiber tracking techniques used ([Vaessen et al. 2010] use probabilistic whereas [Bassett et al. 2010] used deterministic tractography). [Cheng et al. 2012] obtained low ICC values for many global network metrics such as small-world index, clustering coefficient and pathlength across a range of connection densities. [Cheng et al. 2012] employed the same parcellation scale and scheme as used in P1 but used deterministic instead of probabilistic tractography. Given the high ICC of global metrics reported for P1 and for [Vaessen et al. 2010], where probabilistic tractography was used, it is tempting to speculate that the higher reproducibility of P1 networks compared with [Cheng et al. 2012] may be due to the effect of the tractography scheme. However, a number of other methodological differences also exist between P1 and [Cheng et al. 2012], such as the method used to quantify connection strength, connection strength thresholding scheme, and normalisation of graph theoretical metrics. There has been no investigations into the effect of diffusion modelling or tractography scheme on the reproducibility of structural network metrics and such work would help to explain the differences in reproducibility values reported in this and other studies.

While global network metrics have some value in providing a quantitative description of the overall neural organisation of fiber tracts, local metrics can also provide valuable insight into the connection patterns of specific regions. As the definition of node boundaries varied between these pipelines, reproducibility of local metrics was compared on the basis of the mean and standard deviation of reproducibility measures.
across all nodes. For both pipelines, the inter-subject CV was higher than intra-subject CV across all densities. The intra- and inter-subject CV was however higher for local than global metrics and decreased with increasing network density (Fig. 9). Global metrics were calculated by averaging the local metrics across all nodes and so inter-scan differences in global metrics are masked so long as differences in local metrics cancel each out overall. This averaging also increasing the signal to noise of the global metric. Similarly to global metrics, pathlength had highest mean reproducibility, of all local metrics, with inter- and intra-subject CV's of approximately 5% and 2% respectively for both pipelines. Local centrality was the most highly variable measure both within and between subjects for both pipelines, with a mean intra-subject CV of approximately 25%. The local centrality may be particularly sensitive to changes in network edges within subjects since it considers both the pathlength and nodes along the path, while the pathlength and clustering metrics consider a larger amount of more general information that are not defined by specific edges to the same extent.

The ICC of all local metrics was high for both pipelines (above 0.65) across all densities. Previous studies examining intra-subject reproducibility have demonstrated higher ICC for global than local metrics. [Cheng et. al. 2012] demonstrated that the local metrics of betweenness centrality, pathlength and clustering coefficient exhibit significant inter-subject variation compared with global metrics. Similarly to these results, betweenness centrality was found to be the most highly variable metric whilst pathlength was least variable between subjects. Although [Cheng et. al. 2012] did not quantify the intra-subject reproducibility of local metrics, [Bassett et. al. 2010] reported poor reproducibility of the local clustering and pathlength metrics with mean ICC's of approximately 0.3. In [Bassett et. al. 2010], reproducibility and characteristics of local measures were dependent on the choice of atlas, although some repeatable findings such as high connectivity and reproducibility saw regions and weaker reproduce weak and weaker connectivity between temporal regions were apparent in all atlases used. A more in depth analysis of which regions had the highest reproducibility of network metrics would be an informative next step and it would be interesting to compare the reproducibility with that of [Bassett et. al. 2010]. This is however, to the best of our knowledge, the first demonstration of high intra-subject reproducibility for local network metrics.

A number of general limitations exist for both pipelines that should be considered when interpreting these results. Calculation of the SWI involved normalising the global clustering and pathlength metrics by equivalent measures found in randomly generated graphs with the same number of nodes and connections. However, to ensure that the random network is a true null model, the node degree distribution of the random graphs should also be identical and this was not the case in this study. In addition, a large number of repeated generations should be made and their results averaged to get a truer value for random graph characteristics. In this study three random graphs were generated for each network at each connection density and results suggest this may have added some variability to the SWI metric. Another limitation is that a small range of graph theoretical metrics were examined and further studies would benefit from assessing the reproducibility of other network measures such as node degree, modularity, and the presence of hubs or motifs. Another general consideration is that inter-cortical connections are known to relay via sub-cortical grey matter regions such as the thalamus and hippocampus, where many streamlines may terminate. The regions were not included in the analysis and this may have resulted in lower connectivity between some cortical connections that relay via sub-cortical grey matter. Also, the pipelines used different parcellation, registration, diffusion modelling and tractography techniques, the methodological source of differences in networks and their reproducibility was difficult to identify. For example, the large differences in overall connection strengths and densities could be due to differences in the number of nodes used, node boundaries, or the way that tractography techniques define network edges. An important next step is therefore to delineate the effects of tractography and parcellation scheme on the results found here by fixing other parts of the pipeline apart from the aspect one is interested in studying.

Improving the reproducibility of structural network metrics is desirable goal for studying individual network architectures. However, there are still a number of other important conceptual and practical challenges in the field of structural network analysis. One issue concerns the neurological relevance of graph theoretical metrics. The global pathlength attempts to capture the efficiency of which regions are connected to all other regions by considering the shortest path problem. However, functionally connected regions may not interact via their shortest paths and not all nodes may be functionally connected to each other, meaning consideration of all shortest paths may not reflect the true measure of local efficiency of information transfer. Other graph metrics are also available to describe network architecture, such as modularity, motif
composition and the presence of network hubs. An interesting challenge in the field is interpretation of existing graph theoretical measures and devising new measures of neuroscientific relevance. A further limitation of structural network analysis in general is the validation of connections determined by tractography techniques. This is particularly important as connection is quantified between many regions, meaning that discrepancies in anatomical accuracy accumulate. Some studies have attempted to validate connections found in structural networks by comparing them with equivalent connections found in tract tracing techniques of the macaque cortex [52]. However, both techniques have different limitations and the lack of correspondence between nodes used in tract tracing and structural MRI parcellation limit comparisons of validity between them. Validation of structural network connectivity is currently an ongoing challenge and potential limitation of the technique.

Another topic of uncertainty in structural network analyses is the definition of network nodes. Boundaries between nodes may be defined by the underlying cytoarchitectonic composition, by anatomical landmarks or by their structural functional connectivity and it is not clear which method is most appropriate. Also, the node scale at which to perform structural network analysis is not determined. Although [24] identified differences in network metrics across parcellation scales, the study did not suggest which node scale to use and did not address the impact of node scale on network reproducibility. Since the underlying fiber tracts do no change with node scale, it would be useful to formulate a network processing stream where network metrics, such as the overall connection strength and clustering, were stable irrespective of node scale.

This report has highlighted a number of common and different characteristics of whole-brain networks and their reproducibility between alternative pipelines. P2 networks had higher connection strengths, connection densities and connection reproducibility. The cause of such differences between pipelines was difficult to identify as multiple processing stages differed. However, there was some evidence of a streamline distance bias towards connection strength and their reproducibility for both pipelines. Although different pipelines had different clustering, pathlength and small-world properties, the reproducibility of both global and local metrics were high (ICC > 0.5), advocating their use as potential biomarkers for studying local and global alterations in structural connectivity. Future studies in the short-term should focus on delineating the effects of parcellation and tractography scheme on the results, correcting for sources of connection strength biases and on assessing the reproducibility of a wider range of graph theoretical measures. A number of wider issues could also be addressed in future studies such as how to obtain network measures that represent individual connectivity reproducibly and that is not dependent on node scale. The P2 pipeline described provides reasonable reproducibility of all metrics in comparison to previously described pipelines and uses software that is faster than the more conventional techniques used in P1, which is beneficial given the obvious need for network reconstruction techniques to be assessed across variation in one or more methodological components. The high within-subject reproducibility of both pipelines suggests they would be suitable for examining differences in network architectures between individuals or groups and hence to provide insight into anatomical changes that occur due to neurological variation in health or disease.
Appendix

P1 – Desikan Atlas regions (Freesurfer labels)
1007 (2007) Fusiform gyrus
1008 (2008) Inferior parietal cortex
1009 (2009) Inferior temporal gyrus
1010 (2010) Isthmus–cingulate cortex
1011 (2011) Lateral occipital cortex
1012 (2012) Lateral orbital frontal cortex
1013 (2013) Lingual gyrus
1014 (2014) Medial orbital frontal cortex
1015 (2015) Middle temporal gyrus
1016 (2016) Parahippocampal gyrus
1017 (2017) Paracentral lobule
1018 (2018) Pars opercularis
1019 (2019) Pars orbitalis
1020 (2020) Pars triangularis
1021 (2021) Pericalcarine cortex
1022 (2022) Postcentral gyrus
1023 (2023) Posterior-cingulate cortex
1024 (2024) Precentral gyrus
1025 (2025) Precuneus cortex
1026 (2026) Rostral anterior cingulate cortex
1027 (2027) Rostral middle frontal gyrus
1028 (2028) Superior frontal gyrus
1029 (2029) Superior parietal cortex
1030 (2030) Superior temporal gyrus
1031 (2031) Supramarginal gyrus
1032 (2032) Frontal pole
1033 (2033) Temporal pole
1034 (2034) Transverse temporal cortex
1035 (2035) Insula cortex

P2 - Hammer's Atlas regions(NiftySeg labels)
6 (5) Anterior temporal lobe medial part
8 (7) Anterior temporal lobe lateral part
10 (9) Parahippocampal and ambient gyri
12 (11) Superior temporal gyrus
14 (13) Middle and inferior temporal gyri
16 (15) Fusiform gyrus
20 (21) Insula
22 (23) Lateral remainder of occipital lobe
24 (25) Gyrus cinguli anterior part
26 (27) Gyrus cinguli posterior part
28 (29) Middle frontal gyrus
30 (31) Posterior temporal lobe
32 (33) Inferolateral remainder of parietal lobe
50 (51) Precentral gyrus
52 (53) Gyrus rectus
54 (55) Orbitofrontal gyri
56 (57) Inferior frontal gyrus
58 (59) Superior frontal gyrus
60 (61) Postcentral gyrus
62 (63) Superior parietal gyrus
64 (65) Lingual gyrus
66 (67) Cuneus

Table A.1. Node ID numbers (left) and their corresponding names for P1 (Freesurfer, left) and P2 (Hammer's, right) grey matter parcellations. The number outside the brackets describes the left hemisphere regions while the number outside describes the right hemisphere regions. Regions are listed in the order they appear in the connection matrices. The first half of the connection matrix indices in this report indices refer to left hemisphere regions and the second half to right hemisphere regions.
Figure A.1. Intra-subject reproducibility of connection strengths in pipeline 1 and 2. For each connection the intra-subject CV is calculated as the mean of the standard deviations across repeat scans divided by the overall mean for each connection. Both pipelines had high intra-subject CVs which show were inversely correlated with connection strength. P1 had higher intra-subject CVs than P2. Both Matrices are represented with the same colour bar.

Figure A.2. Inter-subject reproducibility of connection strengths in pipeline 1 (left) and 2 (right). For each connection the inter-subject CV is calculated as the standard deviation of the means across repeat scans divided by the overall mean for each connection. Both pipelines had high inter-subject CVs which were inversely correlated with connection strength. P1 had higher inter-subject CVs than P2. Matrices are represented with the same colour bar.
Figure A.3. The ICC of all connections in pipeline 1 (left) and 2 (right). All connections in both pipelines had ICCs greater than 0.5, indicating the inter-subject variance was greater than the intra-subject variance. Matrices are using the same colour bar.

Table A.2. Correlations between connection distance, strength, intra-subject CV and inter-subject CV for both pipelines. Connection strength was inversely correlated with distance as well as intra- and inter-subject CV, demonstrating that connections that are further apart are weaker and more variable. Connections that had high intra-subject CV tended also had high inter-subject CV. The correlations were stronger in P2 than P1 networks.
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