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#### Abstract

We study the number of lattice points in $\mathbb{R}^{d}, d \geq 2$, lying inside an annulus as a function of the centre of the annulus. The average number of lattice points there equals the volume of the annulus, and we study the $L_{1}$ and $L_{2}$ norms of the remainder. We say that a dimension is critical, if these norms do not have upper and lower bounds of the same order as the radius goes to infinity. In [6], it was proved that in the case of the ball (instead of an annulus) the critical dimensions are $d \equiv 1 \bmod 4$. We show that the behaviour of the width of an annulus as a function of the radius determines which dimensions are critical now. In particular, if the width is bounded away from zero and infinity, the critical dimensions are $d \equiv 3 \bmod 4$; if the width goes to infinity, but slower than the radius, then all dimensions are critical, and if the width tends to zero as a power of the radius, then there are no critical dimensions.
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## 1. Introduction

### 1.1. Motivation

Let $\Gamma$ be a lattice of full rank in $\mathbb{R}^{d}$ with $d \geq 2$; we assume that the volume of the unit cell $\mathcal{O}:=\mathbb{R}^{d} / \Gamma$ is one. For $\mathbf{k} \in \mathcal{O}$ and $\rho>0$ we denote by $N_{\rho}(\mathbf{k})$ the number of lattice points in the open ball $B(\mathbf{k}, \rho)$ centered at $\mathbf{k}$ of radius $\rho$. It is easy to see (and we will show this in the next

[^0]section anyway) that
$$
\left\langle N_{\rho}\right\rangle=\omega_{d} \rho^{d},
$$
where we denote $\langle f\rangle:=\int_{\mathcal{O}} f(\mathbf{k}) d \mathbf{k}$, and $\omega_{d}$ is the volume of the unit ball in $\mathbb{R}^{d}$. Many efforts have been spent on studying the upper bounds on the remainder
$$
R_{\rho}(\mathbf{k}):=N_{\rho}(\mathbf{k})-\left\langle N_{\rho}\right\rangle,
$$
and estimates with optimal powers of $\rho$ have been obtained in dimensions $d \geq 4$; for $d=2,3$ only non-optimal estimates are known, see [4], [3], and [9] and references therein.

The question of the size of $R_{\rho}$ also plays a very important role in the periodic problems, in particular, in proving the Bethe-Sommerfeld conjecture for periodic Schrödinger operators, see e.g. [8] and [6]. However, the estimates required in periodic problems are of slightly different nature than the classical uniform upper bounds. Namely, let us introduce the following functions:

$$
\left.\sigma_{p}(\rho):=\left\|R_{\rho}\right\|_{p}=\left.\langle | R_{\rho}\right|^{p}\right\rangle^{1 / p}, \quad p=1,2
$$

the quantity $\sigma_{1}$ can be thought of as an average deviation of $N(\cdot)$ from its average, and $\sigma_{2}(\rho)$ is known as the standard deviation. We will study both upper and lower bounds of these functions, although only lower bounds are needed for the proof of the Bethe-Sommerfeld conjecture. The following theorem was completely proved in [6], although some partial results were obtained in [5] (upper bound) and [8] (lower bound, the case $d \not \equiv 1 \bmod 4$ ).

## Theorem 1.

(a) (Upper bound)

There is $c>0$ such that, for all $\rho$ large enough, one has

$$
\begin{equation*}
\sigma_{1}(\rho) \leq \sigma_{2}(\rho) \leq c \rho^{\frac{d-1}{2}} \tag{1.1}
\end{equation*}
$$

(b) (Lower bound)

Suppose $d \not \equiv 1 \bmod 4$. There is $c>0$ such that, for all $\rho$ large enough, one has

$$
\begin{equation*}
\sigma_{1}(\rho) \geq c \rho^{\frac{d-1}{2}} \tag{1.2}
\end{equation*}
$$

Suppose $d \equiv 1 \bmod 4$ and $\varepsilon>0$. There is $c>0$ such that, for all $\rho$ large enough, one has

$$
\begin{equation*}
\sigma_{1}(\rho) \geq c \rho^{\frac{d-1}{2}-\varepsilon} . \tag{1.3}
\end{equation*}
$$

(c) (Exactness of the lower bound)

Suppose $d \equiv 1 \bmod 4$ and $\varepsilon>0$. There exists a sequence $\rho_{n} \rightarrow \infty$ such that

$$
\begin{equation*}
\sigma_{2}\left(\rho_{n}\right) \leq \rho_{n}^{\frac{d-1}{2}}\left(\ln \rho_{n}\right)^{(-1+\epsilon) / d} . \tag{1.4}
\end{equation*}
$$

Using these estimates, one can prove Bethe-Sommerfeld conjecture for Schrödinger operators in dimensions $2,3,4$ and for some other periodic operators, see [6] and [7] for details; however, these estimates are not sufficient to prove the conjecture for Schrödinger operators in dimensions $d \geq 5$.

An immediate observation one can make from Theorem 1 is the following: if $d \not \equiv 1 \bmod 4$, then both $\sigma_{1}$ and $\sigma_{2}$ have upper and lower bounds with the same power of $\rho$, whereas if $d \equiv$ $1 \bmod 4$, such bounds do not exist. This makes it natural to call the cases $d \equiv 1 \bmod 4$ the critical dimensions. The question we want to ask is whether there are different setups where (for similar problems) the critical dimensions take other values.

### 1.2. Results

This paper deals with the situation when instead of counting lattice points inside the ball, we count lattice points inside the annuli. Thus, we introduce two parameters: $\rho$ (the radius of the annulus) and $\eta=\eta(\rho)$ (half-width of the annulus) which we assume to be a continuous function of $\rho$ with $\eta<\rho$. We denote by $N_{\rho, \eta}(\mathbf{k})$ the number of lattice points in the annulus $B(\mathbf{k}, \rho, \eta):=$ $B(\mathbf{k}, \rho+\eta) \backslash B(\mathbf{k}, \rho-\eta)$. Similar to the case of the ball, we have

$$
\left\langle N_{\rho, \eta}\right\rangle=\omega_{d}\left[(\rho+\eta)^{d}-(\rho-\eta)^{d}\right],
$$

and we define

$$
R_{\rho, \eta}(\mathbf{k}):=N_{\rho, \eta}(\mathbf{k})-\left\langle N_{\rho, \eta}\right\rangle .
$$

The purpose of this paper is to find estimates of the following averages of $R$ :

$$
\left.\sigma_{p}(\rho, \eta):=\left\|R_{\rho, \eta}\right\|_{p}=\left.\langle | R_{\rho, \eta}\right|^{p}\right\rangle^{1 / p}, \quad p=1,2
$$

and, in particular, to establish which dimensions are critical. The answer will depend on how exactly $\eta$ depends on $\rho$. There are four essentially different regimes of the behaviour of $\eta$ :
(i) $\eta=c \rho$;
(ii) $\eta \rightarrow \infty$ but $\eta / \rho \rightarrow 0$;
(iii) $\eta \asymp 1$ (that is, $\eta$ is bounded away from zero and infinity);
(iv) $\eta \rightarrow 0$.

The first regime is the simplest one: here the answer is exactly the same as it is in the case of the ball, namely, critical dimensions are $d \equiv 1 \bmod 4$. The proof of this fact is also very similar to the case of the ball, and we will not discuss it in detail. The other regimes are much more interesting. In particular, in the case (ii) all dimensions are critical, and in the case (iii) critical dimensions are $d \equiv 3 \bmod 4$. The case (iv) is the most difficult one; we can only treat the case $p=2$, and the answer depends on how quickly $\eta$ tends to zero. If $\eta$ tends to zero slower than any power of $\rho$, then the situation is similar to the case (iii), that is, critical dimensions are $d \equiv 3 \bmod 4$. If, on the
other hand, $\eta \asymp \rho^{-\gamma}$ with some positive $\gamma$, then there are no critical dimensions. We would like to mention here that in the case $d=2$ and $\eta=c \rho^{-1}$, a much more detailed information about the behaviour of $\sigma_{2}$ was obtained in [2]. We will formulate the precise theorems in the sections where we discuss the corresponding regimes.

The paper is organized as follows. In Section 2 we prove some technical statements which are relevant to several regimes of $\eta$ simultaneously. In Section 3, 4, and 5 we discuss the regimes (ii), (iii), and (iv), respectively.
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### 1.3. Outline of the proofs

Denote

$$
\theta:=\pi \frac{d+1}{4}
$$

Denote by $\Gamma^{*}=\left\{\mathbf{b} \in \mathbb{R}^{d}: e^{i\langle\mathbf{a}, \mathbf{b}\rangle} \in 2 \pi \mathbb{Z}\right.$ for all $\left.\mathbf{a} \in \Gamma\right\}$ the lattice (analytically) dual to $\Gamma$ and by $\left\{\mathbf{e}_{j}\right\}$ any fixed basis of $\Gamma^{*}$. We also put $\mathcal{O}^{*}:=\mathbb{R}^{d} / \Gamma^{*}$. For any vector $\mathbf{b} \in \mathbb{R}^{d}$ we denote by $b=|\mathbf{b}|$ its Euclidean norm. For any integrable function $f: \mathcal{O} \rightarrow \mathbb{C}$ we denote by

$$
\hat{f}(\mathbf{b})=\int_{\mathcal{O}} f(\mathbf{k}) e^{i \mathbf{b k}} d \mathbf{k}, \quad \mathbf{b} \in \Gamma^{*}
$$

its Fourier coeffiients.
First, we observe that $\sigma_{1}(\rho, \eta)$ and $\sigma_{2}(\rho, \eta)$ can be estimated in terms of the Fourier coefficients as

$$
\begin{equation*}
\left|\hat{R}_{\rho, \eta}(\mathbf{b})\right| \leq \sigma_{1}(\rho, \eta) \leq \sigma_{2}(\rho, \eta)=\left(\sum_{\mathbf{b} \in \Gamma^{*}} \hat{R}_{\rho, \eta}^{2}(\mathbf{b})\right)^{\frac{1}{2}} \tag{1.5}
\end{equation*}
$$

Then we compute the values of the Fourier coefficients in terms of the Bessel functions of the first kind and, using our knowledge about their asymptotic behaviour at infinity, compute the asymptotics of the Fourier coefficients

$$
\begin{equation*}
\hat{R}_{\rho, \eta(\rho)}(\mathbf{b})=c \rho^{\frac{d-1}{2}} b^{-\frac{d+1}{2}} \sin (b \eta(\rho)) \sin (b \rho-\theta)+\eta(\rho) \rho^{\frac{d-3}{2}} b^{-\frac{d+1}{2}} O(1) \tag{1.6}
\end{equation*}
$$

as $\eta / \rho \rightarrow 0$. Now the upper bound for $\sigma_{2}(\rho, \eta)$ can be easily obtained either from Parseval's identity (for the regime $\eta(\rho) \nrightarrow 0$ ) or just simply from the upper bounds for the balls given in Theorem 1.

It is much more difficult to get lower bounds for $\sigma_{1}(\rho, \eta)$. In the regimes when $\eta \nrightarrow 0$ the estimate on the left hand side of (1.5) is good enough, but it will require lots of efforts to find an element $\mathbf{b}$ of the dual lattice $\Gamma^{*}$ giving roughly the same contribution as all other terms together. This is due to the trigonometric term in (1.6) which should be kept away from zero. In some regimes and dimensions, for any $\rho$ we can find such $\mathbf{b}$ in a bounded region around zero. This
provides a lower bound which is the same as the upper bound and so such dimensions are noncritical for the corresponding regimes. However, sometimes a suitable b can only be found at a distance from the origin tending to infinity together with $\rho$. This reduces the lower bound by an arbitrarily small power of $\rho$ (due to the multiple $b^{-\frac{d+1}{2}}$ in (1.6)) and so creates a gap between the lower and upper bound. This corresponds to critical dimensions.

For every critical dimension, we show that the gap between the lower and upper bound is not an artifact in our proof, that is, that there are no lower and upper bounds with the same powers of $\rho$. This is done using pigeonhole principle to find a sequence of specific $\rho_{n}$ such that exceptionally many of the Fourier coefficients are small. This gives a sequence $\rho_{n}$, for which $\sigma_{2}\left(\rho_{n}, \eta\left(\rho_{n}\right)\right)$ is essentially smaller then the upper bound.

In the regime $\eta \rightarrow 0$, the estimate on the left hand side of (1.5) is too weak, as a single Fourier coefficient does not give a significant contribution anymore. Because of this, we are not able to find a suitable lower bound for $\sigma_{1}(\rho, \eta)$ and restrict our study to $\sigma_{2}(\rho, \eta)$. For the latter, we are able to identify a sufficient number of Fourier coefficients contributing to its value, and find a lower bound using Parseval's identity. Similarly to the other regimes, sometimes the properties of the conributing elements $\mathbf{b}$ are good enough to provide a lower bound which is the same as the upper bound, and sometimes they are not. This corresponds to non-critical and critical dimensions.

## 2. Preliminary results

In this section we prove some technical statements which will be used later and which are relevant to several regimes of $\eta$ simultaneously. In Lemma 2 we give simple upper and lower bounds for the norms $\left\|R_{\rho, \eta}\right\|_{1}$ and $\left\|R_{\rho, \eta}\right\|_{2}$. Since the lower bound is in terms of the Fourier coefficients and as we will later use Parseval's identity to further estimate $\left\|R_{\rho, \eta}\right\|_{2}$, in Lemma 3 we compute the asymptotics of the Fourier coefficients in terms of the Bessel functions. In Lemma 4 we study two explicit families of functions which are closely related to computing the lengths of elements of the lattice. Finally, Lemma 5 is one of the most important tools to prove main results of the paper. It guarantees that the leading term in the asymptotics of the Fourier coefficients found in Lemma 3 can be kept away from zero despite the oscillating trigonometric term.

Let $B(\rho)$ denote the open ball of radius $\rho>0$ in $\mathbb{R}^{d}$ centered at the origin and let $\chi(\cdot, \rho)$ be its characteristic function. Then, for $\mathbf{k} \in \mathcal{O}$ and $\rho>0$,

$$
N_{\rho}(\mathbf{k})=\sum_{\mathbf{m} \in \Gamma} \chi(\mathbf{m}-\mathbf{k}, \rho)
$$

and so

$$
\left\langle N_{\rho}\right\rangle=\int_{\mathcal{O}} \sum_{\mathbf{m} \in \Gamma} \chi(\mathbf{m}-\mathbf{k}, \rho) d \mathbf{k}=\int_{\mathbb{R}^{d}} \chi(\mathbf{k}, \rho) d \mathbf{k}=\operatorname{vol}(B(\rho))=\omega_{d} \rho^{d}
$$

where $\omega_{d}$ is the volume of the unit ball in $\mathbb{R}^{d}$. Obviously, $N_{\rho, \eta}=N_{\rho+\eta}-N_{\rho-\eta}$ and hence

$$
\left\langle N_{\rho, \eta}\right\rangle=\left\langle N_{\rho+\eta}\right\rangle-\left\langle N_{\rho-\eta}\right\rangle=\operatorname{vol}(B(\rho+\eta) \backslash B(\rho-\eta))=\omega_{d}\left[(\rho+\eta)^{d}-(\rho-\eta)^{d}\right] .
$$

So the remainder term $R_{\rho, \eta}$ can be written as

$$
R_{\rho, \eta}=R_{\rho+\eta}-R_{\rho-\eta} .
$$

Lemma 2. There is a constant $c>0$ such that, for all $0<\eta<\rho$ and $\mathbf{b} \in \Gamma^{*}$

$$
\left|\hat{R}_{\rho, \eta}(\mathbf{b})\right| \leq \sigma_{1}(\rho, \eta) \leq \sigma_{2}(\rho, \eta)<c \rho^{\frac{d-1}{2}}
$$

Proof. The lower bound follows from

$$
\left\|R_{\rho, \eta}\right\|_{1}=\int_{\mathcal{O}}\left|R_{\rho, \eta}(\mathbf{k})\right| d \mathbf{k} \geq\left|\int_{\mathcal{O}} R_{\rho, \eta}(\mathbf{k}) e^{i \mathbf{b k}} d \mathbf{k}\right|=\left|\hat{R}_{\rho, \eta}(\mathbf{b})\right| .
$$

To prove the upper bound, observe that according to [6, Th. 3.1] there is a constant $c_{1}$ such that

$$
\left\|R_{\rho}\right\|_{2}<c_{1} \rho^{\frac{d-1}{2}} \quad \text { for all } \rho>0
$$

Although it has been formulated there only for $\rho$ large enough, it is easy to see that it is actually true for all $\rho>0$ because of the continuity of $\left\|R_{\rho}\right\|_{2}$ in $\rho$ and since

$$
\left\|R_{\rho}\right\|_{2}^{2} \leq \operatorname{vol}(B(\rho))(1-\operatorname{vol}(B(\rho))) \leq \omega_{d} \rho^{d-1}
$$

for $\rho$ small enough.
Using $\eta<\rho$, we obtain

$$
\begin{aligned}
\left\|R_{\rho, \eta}\right\|_{1} & \leq\left\|R_{\rho, \eta}\right\|_{2}=\left\|R_{\rho+\eta}-R_{\rho-\eta}\right\|_{2} \leq\left\|R_{\rho+\eta}\right\|_{2}+\left\|R_{\rho-\eta}\right\|_{2} \\
& <2 c_{1}(\rho+\eta)^{\frac{d-1}{2}}<c_{1} 2^{\frac{d+1}{2}} \rho^{\frac{d-1}{2}} \leq c \rho^{\frac{d-1}{2}}
\end{aligned}
$$

for some $c>0$.

Lemma 3. For any $\mathbf{b} \in \Gamma^{*}$,

$$
\hat{R}_{\rho, \eta}(\mathbf{b})= \begin{cases}\left(\frac{2 \pi(\rho+\eta)}{b}\right)^{d / 2} J_{d / 2}(b(\rho+\eta))-\left(\frac{2 \pi(\rho-\eta)}{b}\right)^{d / 2} J_{d / 2}(b(\rho-\eta)) & \text { if } \mathbf{b} \neq \mathbf{0}  \tag{2.1}\\ 0 & \text { if } \mathbf{b}=\mathbf{0}\end{cases}
$$

where $J_{\nu}$ denotes the Bessel function of the first kind.
If $\eta(\rho) / \rho \rightarrow 0$ as $\rho \rightarrow \infty$, then

$$
\begin{equation*}
\hat{R}_{\rho, \eta(\rho)}(\mathbf{b})=-2 \sqrt{\frac{2}{\pi}}(2 \pi)^{\frac{d}{2}} \rho^{\frac{d-1}{2}} b^{-\frac{d+1}{2}} \sin (b \eta(\rho)) \sin (b \rho-\theta)+\eta(\rho) \rho^{\frac{d-3}{2}} b^{-\frac{d+1}{2}} O(1) \tag{2.2}
\end{equation*}
$$

uniformly in $\mathbf{b} \in \Gamma^{*} \backslash\{0\}$.

Proof. Repeating the computations from [6] we have, for all $\mathbf{b} \in \Gamma^{*} \backslash\{0\}$,

$$
\hat{N}_{\rho}(\mathbf{b})=\int_{\mathcal{O}} N_{\rho}(\mathbf{k}) e^{i \mathbf{b} \mathbf{k}} d \mathbf{k}=\int_{\mathcal{O}} \sum_{\mathbf{m} \in \Gamma} \chi(\mathbf{m}-\mathbf{k}, \rho) e^{i \mathbf{b} \mathbf{k}} d \mathbf{k}=\int_{|\mathbf{k}|<\rho} e^{i \mathbf{b} \mathbf{k}} d \mathbf{k}=\left(\frac{2 \pi \rho}{b}\right)^{d / 2} J_{d / 2}(b \rho)
$$

Similarly, $\hat{N}_{\rho}(0)=\omega_{d} \rho^{d}$. Hence

$$
\hat{R}_{\rho}(\mathbf{b})= \begin{cases}\left(\frac{2 \pi \rho}{b}\right)^{d / 2} J_{d / 2}(b \rho) & \text { if } \mathbf{b} \neq \mathbf{0} \\ 0 & \text { if } \mathbf{b}=\mathbf{0}\end{cases}
$$

Now (2.1) follows from $\hat{R}_{\rho, \eta}(\mathbf{b})=\hat{R}_{\rho+\eta}(\mathbf{b})-\hat{R}_{\rho-\eta}(\mathbf{b})$.
Suppose now that $\lim _{\rho \rightarrow \infty} \eta(\rho) / \rho=0$. The Bessel function $J_{d / 2}$ has the following asymptotics as $x \rightarrow \infty$ (see formula (4.8.5) of [1])

$$
J_{d / 2}(x) \propto \sqrt{\frac{2}{\pi x}}\left(\cos (x-\theta) \sum_{n=0}^{\infty}(-1)^{n} a_{2 n} x^{-2 n}-\sin (x-\theta) \sum_{n=0}^{\infty}(-1)^{n} a_{2 n+1} x^{-2 n-1}\right)
$$

with $a_{0}=1$ and some real coefficients $a_{k}, k \geq 1$. The symbol $\propto$ here means that this asymptotic is true when truncated after an arbitrary power $x^{-k}$ of $x$, with the error of order $O\left(x^{-k-1}\right)$. Moreover, this asymptotics can be differentiated termwise.

Let

$$
\begin{aligned}
\widetilde{J}_{d / 2}(x) & =J_{d / 2}(x) \sqrt{\frac{\pi x}{2}}-\cos (x-\theta) \\
& \propto \cos (x-\theta) \sum_{n=1}^{\infty}(-1)^{n} a_{2 n} x^{-2 n}-\sin (x-\theta) \sum_{n=0}^{\infty}(-1)^{n} a_{2 n+1} x^{-2 n-1}
\end{aligned}
$$

Then $\widetilde{J}_{d / 2}(x)=O\left(x^{-1}\right)$ and $\widetilde{J}_{d / 2}^{\prime}(x)=O\left(x^{-1}\right)$ as $x \rightarrow \infty$. Using (2.1) we obtain for $\mathbf{b} \in \Gamma^{*} \backslash\{0\}$,

$$
\begin{aligned}
& \hat{R}_{\rho, \eta(\rho)}(\mathbf{b})=\left(\frac{2 \pi(\rho+\eta(\rho))}{b}\right)^{d / 2} J_{d / 2}(b(\rho+\eta(\rho)))-\left(\frac{2 \pi(\rho-\eta(\rho))}{b}\right)^{d / 2} J_{d / 2}(b(\rho-\eta(\rho))) \\
&=\sqrt{\frac{2}{\pi}}(2 \pi)^{\frac{d}{2}}(\rho+\eta(\rho))^{\frac{d-1}{2}} b^{-\frac{d+1}{2}}\left(\widetilde{J}_{d / 2}(b(\rho+\eta(\rho)))+\cos (b(\rho+\eta(\rho))-\theta)\right) \\
&=\sqrt{\frac{2}{\pi}}(2 \pi)^{\frac{d}{2}}(\rho-\eta(\rho))^{\frac{d-1}{2}} b^{-\frac{d+1}{2}}\left(\widetilde{J}_{d / 2}(b(\rho-\eta(\rho)))+\cos (b(\rho-\eta(\rho))-\theta)\right) \\
&=\sqrt{\frac{2}{\pi}}(2 \pi)^{\frac{d}{2}} \rho^{\frac{d-1}{2}} b^{-\frac{d+1}{2}}( \cos (b(\rho+\eta(\rho))-\theta)-\cos (b(\rho-\eta(\rho))-\theta) \\
&\left.+\widetilde{J}_{d / 2}(b(\rho+\eta(\rho)))-\widetilde{J}_{d / 2}(b(\rho-\eta(\rho)))+O(\eta(\rho) / \rho)\right) \\
&=\sqrt{\frac{2}{\pi}}(2 \pi)^{\frac{d}{2}} \rho^{\frac{d-1}{2}} b^{-\frac{d+1}{2}}\left(-2 \sin (b \eta(\rho)) \sin (b \rho-\theta)+2 b \eta(\rho)+\widetilde{J}_{d / 2}^{\prime}(\xi(b, \rho))\right. \\
&+O(\eta(\rho) / \rho)),
\end{aligned}
$$

where $\xi(b, \rho) \in\left(b\left(\rho-\eta(\rho), b(\rho+\eta(\rho))\right.\right.$ and $O(\cdot)$ is uniform in $\mathbf{b}$. Using the asymptotics for $\widetilde{J}_{d / 2}^{\prime}$ we obtain $\widetilde{J}_{d / 2}^{\prime}(\xi(b, \rho))=(b \rho)^{-1} O(1)$ uniformly in $\mathbf{b}$, which completes the proof.

Lemma 4. (1) Let $u>0$ and $w$ be such that $|w|<u$. Let $m \in \mathbb{N}$ and $I>0$. For each $t>0$, $x \in[0, I]$ and $^{2} k \in \mathbb{Z} \cap[1, m]$ denote

$$
f_{k, x}(t)=\sqrt{(1+x t)^{2}+k^{2} t^{2} u^{2}+2 k t(1+x t) w}
$$

Then there is $t_{f}>0$ such that

$$
\begin{equation*}
f_{k, x}(t)=\sum_{n=0}^{\infty} a_{n}(k, x) t^{n} \tag{2.3}
\end{equation*}
$$

on $\left[0, t_{f}\right]$, where $a_{0}(k, x)=1, a_{1}(k, x)=x+k w$, and $a_{n}(k, \cdot)$ is a polynomial in $x$ of degree exactly $n-2$ for all $n \geq 2$.
(2) Let $v \in \mathbb{R}$ and let $m \in \mathbb{N}$. For each $t>0$ and $x \in[-1,1]$, denote

$$
g_{x}(t)=\sqrt{1+2 t x+t^{2}}
$$

Then there is $t_{g}>0$ such that

$$
\begin{equation*}
g_{x}(t)=\sum_{n=0}^{\infty} b_{n}(x) t^{n} \tag{2.4}
\end{equation*}
$$

uniformly on $[-1,1] \times\left[0, t_{g}\right]$, where $b_{n}(\cdot)$ is a polynomial in $x$ of degree exactly $n$ for all $n \geq 0$.
Proof. (1) First, let us show that the functions $f_{k, x}$ (considered as functions on the complex plane) have no singularities in the open ball of radius $1 /(I+m u)$ around zero (which would imply the choice of $t_{f}$ ). Indeed, observe that, since $|w|<u$,

$$
\begin{equation*}
f_{k, x}^{2}(t)=\left(x^{2}+k^{2} u^{2}+2 k x w\right) t^{2}+2(x+k w) t+1 \tag{2.5}
\end{equation*}
$$

has two complex roots

$$
t_{1,2}=\frac{-x-k w \pm i k \sqrt{u^{2}-w^{2}}}{x^{2}+k^{2} u^{2}+2 k x w}
$$

and so

$$
\left|t_{1,2}\right|=\left(x^{2}+k^{2} u^{2}+2 k x w\right)^{-1 / 2} \geq 1 /(x+k u) \geq 1 /(I+m u) .
$$

Further, using $a_{n}(k, x)=f_{k, x}^{(n)}(0) / n$ ! and differentiating (2.5) we obtain the required formulas for $a_{0}$ and $a_{1}$ as well as $a_{2}(k, x)=k^{2}\left(u^{2}-w^{2}\right) / 2$. Continuing for $n \geq 3$ we get

$$
2 f_{k, x} f_{k, x}^{(n)}+2 n f_{k, x}^{(1)} f_{k, x}^{(n-1)}+\sum_{j=2}^{n-2}\binom{n}{j} f_{k, x}^{(j)} f_{k, x}^{(n-j)}=0
$$

[^1]Evaluating it at zero and using induction we obtain that $f_{k, x}^{(1)}(0) f_{k, x}^{(n-1)}(0)$ is a polynomial of degree $n-2$ and $f_{k, x}^{(j)}(0) f_{k, x}^{(n-j)}(0)$ are polynomials of degree $n-4$, which implies that $f_{k, x}^{(n)}(0)$ is a polynomial of degree $n-2$ and so is $a_{n}(k, \cdot)$.
(2) First, let us show that the functions $g_{k, x}$ (considered as functions on the complex plane) have no singularities in the open ball of radius 1 around zero (which would imply the choice of $t_{g}$ ). Indeed, since $|x|<1$ it has two zeroes $t_{1,2}=-x \pm i \sqrt{1-x^{2}}$, which satisfy $\left|t_{1,2}\right|=1$.

Further, using $b_{n}(x)=g_{x}^{(n)}(0) / n$ ! and differentiating $g_{x}^{2}(t)=1+2 t x+t^{2}$ we obtain $b_{0}(x)=1$, $b_{1}(x)=x$ and $b_{2}(x)=\left(1-x^{2}\right) / 2$. Continuing for $n \geq 3$, we get

$$
\begin{equation*}
2 g_{x} g_{x}^{(n)}+\sum_{j=1}^{n-1}\binom{n}{j} g_{x}^{(j)} g_{x}^{(n-j)}=0 \tag{2.6}
\end{equation*}
$$

Evaluating it at zero and using induction we obtain that $g_{x}^{(j)}(0) g_{x}^{(n-j)}(0)$ are polynomials of degree $n$, which implies that $g_{x}^{(n)}(0)$ is a polynomial of degree at most $n$.

To prove that the degree of $g_{x}^{(n)}(0)$ (and so of $b_{n}$ ) is exactly equal to $n$, denote its coefficient at $x^{n}$ by $p_{n}$. Then $p_{0}=1, p_{1}=1, p_{2}=-1$ and (2.6) implies the following recurrent formula for $n \geq 3$

$$
p_{n}=-\frac{1}{2} \sum_{j=1}^{n-1}\binom{n}{j} p_{j} p_{n-j} .
$$

It can be easily seen by induction that $p_{n}=(-1)^{n+1}\left|p_{n}\right|$ for $n \geq 1$ and $p_{n} \neq 0$ as $p_{j} p_{n-j}=$ $(-1)^{n}\left|p_{j}\right|\left|p_{n-j}\right|$ for all $1 \leq j \leq n-1$.

It remains to prove that the series representing $g_{x}(t)$ converges uniformly in $x$ and $t$. Let $q_{n}, n \in \mathbb{N} \cup\{0\}$ be Catalan numbers, that is, $q_{0}=1$ and $q_{n+1}=\sum_{j=0}^{n} q_{j} q_{n-j}$ for $n \geq 0$. Let us prove that $\left|g_{x}^{(n)}(0)\right| \leq 2 n!q_{n-1}$ for all $n \in \mathbb{N}$. For $n=1$ we have $\left|g_{x}^{(1)}(0)\right|=|x| \leq 1$ and for $n=2$ we have $\left|g_{x}^{(2)}(0)\right|=1-x^{2} \leq 1$, which imply the required formulas. For $n \geq 3$, it follows inductively from (2.6) as

$$
\left|g_{x}^{(n)}(0)\right| \leq \frac{1}{2} \sum_{j=1}^{n-1} \frac{n!}{j!(n-j)!}\left|g_{x}^{(j)}(0)\right|\left|g_{x}^{(n-j)}(0)\right|=2 n!\sum_{i=0}^{n-2} q_{i} q_{n-2-i}=2 n!q_{n-1} .
$$

This implies $\left|b_{n}(x) t^{n}\right| \leq 2 q_{n-1} t_{g}^{n}$. Since the radius of convergence of the series $\sum_{n=1}^{\infty} q_{n} t^{n}$ is $1 / 4$, the series (2.4) converges uniformy in $x$ and $t$ once $t_{g}<1 / 4$.

For each $x \in \mathbb{R}$ we denote by $\omega[x]$ the distance from $x / \pi$ to the nearest integer. Observe that $\omega$ satisfies the triangle inequality and $\omega[n x] \leq n \omega[x]$ for any $x \in \mathbb{R}$ and $n \in \mathbb{Z}$.

Lemma 5. Suppose $\eta$ is such that

$$
\begin{equation*}
\liminf _{\rho \rightarrow \infty} \frac{\log \eta(\rho)}{\log \rho} \geq 0 \tag{2.7}
\end{equation*}
$$

Then for any $\varepsilon>0$ there exists $\alpha \in(0,1 / 2)$ such that for any $\rho$ large enough one can find an element $\mathbf{b}(\rho) \in \Gamma^{*}$ with the properties $b(\rho) \leq \rho^{\varepsilon}, \omega[b(\rho) \rho-\theta] \geq \alpha$, and $\omega[b(\rho) \eta(\rho)] \geq \alpha$.

Proof. Let $\varepsilon>0$ be given. Without loss of generality we assume $\varepsilon<1$. Let $m \in \mathbb{N}$ be such that $0<\frac{1}{m-2}<\varepsilon / 8, L=2 m$, and $I=L m+1$.

Observe that the inequality $\omega[b(\rho) \rho-\theta] \geq \alpha$ follows from the inequality $\omega[4 b(\rho) \rho] \geq 4 \alpha$ since $\theta \in(\pi / 4) \mathbb{Z}$. We will prove the statement of the lemma with the latter inequality instead of the former.

Step 1. We start by slightly generalising the proof of Lemma 3.3 from [6]. Namely, we will find $\alpha \in(0,1 / 6)$, an integer valued function $n(\rho)$ satisfying $n(\rho) \asymp \rho^{\frac{1}{m-1}}$ and integer-valued functions $k_{i}(\rho), 0 \leq i \leq I$, taking values between 1 and $m$ such that all elements

$$
\begin{equation*}
\mathbf{b}_{i}(\rho)=(n(\rho)+i) \mathbf{e}_{1}+k_{i}(\rho) \mathbf{e}_{2}, \quad 0 \leq i \leq I, \tag{2.8}
\end{equation*}
$$

satisfy $b_{i}(\rho) \leq \rho^{\varepsilon / 3}, \omega\left[4 b_{i}(\rho) \rho\right] \geq 8 \alpha$.
For any $n \in \mathbb{N}$ and $k \in \mathbb{Z} \cap[1, m]$, the length of the vector $n \mathbf{e}_{1}+k \mathbf{e}_{2}$ is given by

$$
B_{n}(k)=\sqrt{n^{2}\left|\mathbf{e}_{1}\right|^{2}+k^{2}\left|\mathbf{e}_{2}\right|^{2}+2 n k\left\langle\mathbf{e}_{1}, \mathbf{e}_{2}\right\rangle} .
$$

Denote $B_{n}^{(1)}(k)=B_{n}(k+1)-B_{n}(k), k \in \mathbb{Z} \cap[1, m-1]$, and, for all $2 \leq i \leq m-1$, $B_{n}^{(i)}(k)=B_{n}^{(i-1)}(k+1)-B_{n}^{(i-1)}(k), k \in[1, m-i]$. Slightly adjusting the proof of Lemma 3.3 from [6], we obtain that

$$
B_{n}^{(m-1)}(1)=A n^{2-m}\left(1+O\left(n^{-1}\right)\right)
$$

where $A \neq 0$. Define

$$
\begin{equation*}
n(\rho)=\left\lfloor\left(8|A| \pi^{-1} \rho\right)^{\frac{1}{m-2}}\right\rfloor, \tag{2.9}
\end{equation*}
$$

where $\lfloor\cdot\rfloor$ denotes taking the integer part. Then, for each $0 \leq i \leq I$,

$$
\left|4 B_{n(\rho)+i}^{(m-1)}(1) \rho\right|=\pi / 2+o(1)
$$

as $\rho \rightarrow \infty$, so that

$$
\begin{equation*}
\omega\left[4 B_{n(\rho)+i}^{(m-1)}(1) \rho\right]=1 / 2+o(1) . \tag{2.10}
\end{equation*}
$$

Now let $\alpha$ be such that $2^{m+2} \alpha<1 / 4$, which in particular implies $\alpha \in(0,1 / 6)$. For each $i$, if $\omega\left[4 B_{n(\rho)+i}(k) \rho\right]<8 \alpha$ for all $k \in \mathbb{Z} \cap[1, m]$ then $\omega\left[4 B_{n(\rho)+i}^{(m-1)}(1) \rho\right]<2^{m-1} 8 \alpha<1 / 4$, which contradicts (2.10) for $\rho$ large enough. Hence for each $i$ and $\rho$ there is $k_{i}(\rho) \in \mathbb{Z} \cap[1, m]$ such that $\omega\left[4 B_{n(\rho)+i}\left(k_{i}(\rho)\right) \rho\right] \geq 8 \alpha$ and so the elements $\mathbf{b}_{i}$ defined in (2.8) satisfy $\omega\left[4 b_{i}(\rho) \rho\right] \geq 8 \alpha$. The estimate $b_{i}(\rho) \leq \rho^{\varepsilon / 3}$ follows from $\frac{1}{m-2}<\varepsilon / 8<\varepsilon / 3$.

Step 2. Denote $u=\left|\mathbf{e}_{2}\right| /\left|\mathbf{e}_{1}\right|$ and $w=\left\langle\mathbf{e}_{1}, \mathbf{e}_{2}\right\rangle /\left|\mathbf{e}_{1}\right|^{2}$. Obviously, $|w|<u$.

Let $k \in \mathbb{Z} \cap[1, m]$ be fixed. For any $n \in \mathbb{N}$, let $h_{k, n}:[0, I] \rightarrow \mathbb{R}$ be defined by

$$
h_{k, n}(x)=\left|(n+x) \mathbf{e}_{1}+k \mathbf{e}_{2}\right|=\left|\mathbf{e}_{1}\right| n f_{k, x}(1 / n),
$$

where $f_{k, x}$ is defined in Lemma 4. That lemma implies that, for all $n \geq 1 / t_{f}$, one has

$$
\begin{equation*}
h_{k, n}(x)=\left|\mathbf{e}_{1}\right| \sum_{i=0}^{\infty} a_{i}(k, x) n^{1-i} . \tag{2.11}
\end{equation*}
$$

Let $0 \leq l \leq L$ and let $0 \leq x_{0}<\cdots<x_{l} \leq I$ be some integers. Let us consider $\sum_{j=0}^{l} c_{j} h_{k, n}\left(x_{j}\right)$ and choose integer coefficients $c_{j}, 1 \leq \bar{j} \leq l$, in such a way that the first $l+2$ leading terms in the decomposition with respect to the powers of $n$ disappear. To do so we use (2.11) to get

$$
\sum_{j=0}^{l} c_{j} h_{k, n}\left(x_{j}\right)=\left|\mathbf{e}_{1}\right| \sum_{i=0}^{\infty} n^{1-i} \sum_{j=0}^{l} c_{j} a_{i}\left(k, x_{j}\right)
$$

Equating the first $l+2$ coefficients to zero, we obtain the linear system

$$
\sum_{j=0}^{l} c_{j} a_{i}\left(k, x_{j}\right)=0, \quad 0 \leq i \leq l+1
$$

of $l+2$ equations in $l+1$ variables. According to Lemma 4, it is equivalent to the linear system

$$
\sum_{j=0}^{l} c_{j} x_{j}^{i}=0, \quad 0 \leq i \leq l-1,
$$

of $l$ equations in $l+1$ variables. Since the system has integer coefficients, it has an integer non-zero solution $c_{j}(x), 0 \leq j \leq l$, where $x=\left(x_{0}, \ldots, x_{l}\right)$. Moreover, since $a_{l+2}(k, \cdot)$ is a polynomial of degree $l$, we have

$$
\sum_{j=0}^{l} c_{j}(x) a_{l+2}\left(k, x_{j}\right)=: C(k, x) \neq 0
$$

This implies

$$
\sum_{j=0}^{l} c_{j}(x) h_{k, n}\left(x_{j}\right)=\left|\mathbf{e}_{1}\right| C(k, x) n^{-l-1}+o\left(n^{-l-1}\right)
$$

Observe that this asymptotics is uniform in $l, x$, and $k$ as they can take only finitely many values. Hence

$$
\begin{equation*}
M_{1} n^{-l-1}<\left|\sum_{j=0}^{l} c_{j}(x) h_{k, n}\left(x_{j}\right)\right|<M_{2} n^{-l-1} \tag{2.12}
\end{equation*}
$$

for all $l, x$, and $k$, with some constants $M_{1}, M_{2}>0$.
Step 3. Now we will show that there is $i(\rho) \in \mathbb{Z} \cap[0, I]$ such that $\omega\left[b_{i(\rho)}(\rho) \eta(\rho)\right]>\rho^{-\varepsilon / 3}$. First, let us choose $l(\rho) \in \mathbb{Z} \cap[0, L]$ in such a way that it satisfies

$$
\begin{equation*}
\rho^{-\varepsilon / 4}<\rho^{-\frac{l(\rho)+1}{m-2}} \eta(\rho)<\rho^{-\varepsilon / 8} . \tag{2.13}
\end{equation*}
$$

This is equivalent to

$$
\frac{\log \eta(\rho)}{\log \rho}+\varepsilon / 8<\frac{l(\rho)+1}{m-2}<\frac{\log \eta(\rho)}{\log \rho}+\varepsilon / 4 .
$$

By the assumption on $\eta$ and since it is bounded by $\rho$ from above, we have

$$
\liminf _{\rho \rightarrow \infty} \frac{\log \eta(\rho)}{\log \rho} \geq 0 \quad \text { and } \quad \underset{\rho \rightarrow \infty}{\limsup } \frac{\log \eta(\rho)}{\log \rho} \leq 1
$$

Now the existence of $l(\rho)$ for all $\rho$ large enough follows from $\frac{1}{m-2}<\varepsilon / 8$ and $\frac{L+1}{m-2}=\frac{2 m+1}{m-1}>2>$ $1+\varepsilon / 4$.

Second, since $I=L m+1$, by the pigeonhole principle there are integers $0 \leq x_{0}(\rho)<\cdots<$ $x_{l(\rho)}(\rho) \leq I$ such that all $k_{x_{i}(\rho)}(\rho)$ are equal, $0 \leq i \leq l(\rho)$. Denote the corresponding value by $k(\rho)$. Using uniform bound (2.12), formula (2.9), and estimate (2.13) we obtain

$$
\eta(\rho)\left|\sum_{j=0}^{l(\rho)} c_{j}(x(\rho)) h_{k(\rho), n(\rho)}\left(x_{j}(\rho)\right)\right|>M_{1} n(\rho)^{-l(\rho)-1} \eta(\rho) \asymp \rho^{-\frac{l(\rho)+1}{m-2}} \eta(\rho)>\rho^{-\varepsilon / 4} .
$$

On the other hand, by (2.12)

$$
\eta(\rho)\left|\sum_{j=0}^{l(\rho)} c_{j}(x(\rho)) h_{k(\rho), n(\rho)}\left(x_{j}(\rho)\right)\right|<M_{2} n(\rho)^{-l(\rho)-1} \eta(\rho) \asymp \rho^{-\frac{l(\rho)+1}{m-2}} \eta(\rho)<\rho^{-\varepsilon / 8}<1 / 2
$$

and so

$$
\begin{equation*}
\omega\left[\eta(\rho) \sum_{j=0}^{l(\rho)} c_{j}(x(\rho)) h_{k(\rho), n(\rho)}\left(x_{j}(\rho)\right)\right]>M_{3} \rho^{-\varepsilon / 4} \tag{2.14}
\end{equation*}
$$

with some constant $M_{3}>0$ for all $\rho$ large enough.
Third, assume $\omega\left[b_{i}(\rho) \eta(\rho)\right] \leq \rho^{-\varepsilon / 3}$ for all $i \in \mathbb{Z} \cap[0, I]$. For $i \in\left\{x_{0}(\rho), \ldots, x_{l(\rho)}(\rho)\right\}$ we have

$$
\omega\left[h_{k(\rho), n(\rho)}(i) \eta(\rho)\right]=\left[b_{i}(\rho) \eta(\rho)\right] \leq \rho^{-\varepsilon / 3} .
$$

By the triangle inequality and using the fact that all $c_{j}(x)$ are integers we then obtain

$$
\omega\left[\eta(\rho) \sum_{j=0}^{l(\rho)} c_{j}(x(\rho)) h_{k(\rho), n(\rho)}\left(x_{j}(\rho)\right)\right] \leq \sum_{j=0}^{l(\rho)}\left|c_{j}(x(\rho))\right| \omega\left[h_{k(\rho), n(\rho)}\left(x_{j}(\rho)\right) \eta(\rho)\right]<M_{4} \rho^{-\varepsilon / 3},
$$

where $M_{4}=2 \sup _{x} \sum_{j=0}^{l}\left|c_{j}(x)\right|$. It remains to compare this to (2.14) to get a contradiction.
Step 4. Let us now construct an element $\mathbf{b}(\rho)$ with the required properties.
If $\omega\left[b_{i(\rho)}(\rho) \eta(\rho)\right] \geq \alpha$ then we can take $\mathbf{b}(\rho)=\mathbf{b}_{i(\rho)}(\rho)$ since $b_{i(\rho)}(\rho) \leq \rho^{\varepsilon / 3} \leq \rho^{\varepsilon}$ and $\omega\left[4 b_{i(\rho)}(\rho) \rho\right] \geq 8 \alpha \geq 4 \alpha$.

Suppose $\omega\left[b_{i(\rho)}(\rho) \eta(\rho)\right]<\alpha$. Define

$$
\begin{equation*}
q:=\left\lfloor 3 \alpha \omega\left[b_{i(\rho)}(\rho) \eta(\rho)\right]^{-1}\right\rfloor \leq 3 \alpha \rho^{\varepsilon / 3}, \tag{2.15}
\end{equation*}
$$

where the inequality follows from the Step 3 . Since

$$
q \omega\left[b_{i(\rho)}(\rho) \eta(\rho)\right] \leq 3 \alpha<1 / 2,
$$

we have

$$
\begin{align*}
\omega\left[q b_{i(\rho)}(\rho) \eta(\rho)\right] & =q \omega\left[b_{i(\rho)}(\rho) \eta(\rho)\right] \\
& \geq\left(3 \alpha \omega\left[b_{i(\rho)}(\rho) \eta(\rho)\right]^{-1}-1\right) \omega\left[b_{i(\rho)}(\rho) \eta(\rho)\right]>3 \alpha-\alpha=2 \alpha \tag{2.16}
\end{align*}
$$

If $\omega\left[4 q b_{i(\rho)}(\rho) \rho\right] \geq 4 \alpha$ then we can take $\mathbf{b}(\rho)=q \mathbf{b}_{i(\rho)}(\rho)$. Indeed, by (2.15) and since $b_{i(\rho)}(\rho)<\rho^{\varepsilon / 3}$ according to Step 1 we have

$$
b(\rho)=q b_{i(\rho)}(\rho) \leq 3 \alpha \rho^{2 \varepsilon / 3} \leq \rho^{\varepsilon}
$$

if $\rho$ is large enough, $\omega[4 b(\rho) \rho] \geq 4 \alpha$ follows from the assumption above, and $\omega[b(\rho) \eta(\rho)] \geq \alpha$ holds by (2.16).

Suppose $\omega\left[4 q b_{i(\rho)}(\rho) \rho\right]<4 \alpha$. Then we take $\mathbf{b}(\rho)=(q-1) \mathbf{b}_{i(\rho)}(\rho)$. The bound $b(\rho) \leq \rho^{\varepsilon}$ holds by the same argument as above. The estimates

$$
\begin{aligned}
\omega[4 b(\rho) \rho] & =\omega\left[4 b_{i(\rho)}(\rho) \rho-4 q b_{i(\rho)}(\rho) \rho\right]>8 \alpha-4 \alpha=4 \alpha \\
\omega[b(\rho) \eta(\rho)] & =\omega\left[q b_{i(\rho)}(\rho) \eta(\rho)-b_{i(\rho)}(\rho) \eta(\rho)\right]>2 \alpha-\alpha=\alpha
\end{aligned}
$$

follow from the triangle inequality, (2.16) and the assumptions above.

## 3. Annuli of bounded width

In this section we consider the case when $\eta$ is bounded away from zero and infinity (although one of the results is proved in a more general setting). It turns out that $\sigma_{1}(\rho, \eta)$ and $\sigma_{2}(\rho, \eta)$ behave differently depending on whether $d \equiv 3 \bmod 4$ or not. In the case $d \not \equiv 3 \bmod 4$ the precise asymptotics is computed in Theorem 7, as in such dimensions the trigonometric term appearing in the asymptotics of the Fourier coefficients can be easily kept away from zero (see Lemma 6). In the case $d \equiv 3 \bmod 4$ controlling the trigonometric term becomes more difficult (this is done using Lemma 5), which results in an upper and lower bound becoming different and not delivering a precise asymptotics. Moreover, it turns out that such an asymptotics does not exist as the norms behave differently along subsequences. Hence the dimensions $d \equiv 3 \bmod 4$ are critical and we study them in Theorem 8.

Lemma 6. Assume $\eta \asymp 1$ and $d \not \equiv 3 \bmod 4$. Then there are positive constants $c_{1}, c_{2}$ such that for all $\rho>0$ there is $\mathbf{b}(\rho) \in \Gamma^{*}$ satisfying $b(\rho)<c_{1}$ and

$$
|\sin (b(\rho) \eta(\rho)) \sin (b(\rho) \rho-\theta)|>c_{2}
$$

Proof. Let us first prove that there are two vectors $\mathbf{b}_{1}, \mathbf{b}_{2} \in \Gamma^{*}$ such that $b_{1} / b_{2} \notin \mathbb{Q}$. Suppose this is not true. Then, without loss of generality (by rescaling the lattice), we can assume that the numbers $\left|\mathbf{e}_{1}\right|,\left|\mathbf{e}_{2}\right|$, and $\left|\mathbf{e}_{1}+\mathbf{e}_{2}\right|$ are integers. Thus,

$$
\left\langle\mathbf{e}_{1}, \mathbf{e}_{2}\right\rangle=\frac{\left|\mathbf{e}_{1}+\mathbf{e}_{2}\right|^{2}-\left|\mathbf{e}_{1}\right|^{2}-\left|\mathbf{e}_{2}\right|^{2}}{2} \in \mathbb{Z} .
$$

This implies that any $\mathbf{a}(n)=n \mathbf{e}_{1}+\mathbf{e}_{2}$ satisfies $|\mathbf{a}(n)|^{2} \in \mathbb{Z}$. Since $|\mathbf{a}(n)| \in \mathbb{Q}$ this implies $|\mathbf{a}(n)| \in \mathbb{Z}$. On the other hand,

$$
|\mathbf{a}(n)|=\sqrt{n^{2}\left|\mathbf{e}_{1}\right|^{2}+\left|\mathbf{e}_{2}\right|^{2}+2 n\left\langle\mathbf{e}_{1}, \mathbf{e}_{2}\right\rangle}=n\left|\mathbf{e}_{1}\right|+\frac{\left\langle\mathbf{e}_{1}, \mathbf{e}_{2}\right\rangle}{\left|\mathbf{e}_{1}\right|}+\frac{\left|\mathbf{e}_{1}\right|^{2}\left|\mathbf{e}_{2}\right|^{2}-\left\langle\mathbf{e}_{1}, \mathbf{e}_{2}\right\rangle^{2}}{2 n\left|\mathbf{e}_{1}\right|^{3}}+o(1 / n)
$$

as $n \rightarrow \infty$. Since $\mathbf{e}_{1}$ and $\mathbf{e}_{2}$ are not collinear, the coefficient in front if the term of order $1 / n$ is non-zero. This contradicts $|\mathbf{a}(n)|$ being integer for all $n$.

Let now $\mathbf{b}_{1}, \mathbf{b}_{2} \in \Gamma^{*}$ be such that $b_{1} / b_{2} \notin \mathbb{Q}$. We will show that, for any $\rho>0$, we may choose $\mathbf{b}(\rho)$ to be one of the four points $\mathbf{b}_{1}, \mathbf{b}_{2}, 2 \mathbf{b}_{1}, 2 \mathbf{b}_{2}$, so we choose $c_{1}$ to be larger than max $\left\{2 b_{1}, 2 b_{2}\right\}$.

Since $b_{1} / b_{2} \notin \mathbb{Q}$, we have

$$
\left|\sin \left(2 b_{1} x\right)\right|+\left|\sin \left(2 b_{2} x\right)\right| \neq 0 \quad \text { for all } x \neq 0
$$

As $\eta$ takes values in a compact interval not containing zero, there is a constant $\hat{c}_{1}>0$ such that

$$
\left|\sin \left(2 b_{1} \eta(\rho)\right)\right|+\left|\sin \left(2 b_{2} \eta(\rho)\right)\right|>\hat{c}_{1} \quad \text { for all } \rho>0
$$

Hence for any $\rho$, there is $i(\rho) \in\{1,2\}$ such that

$$
\left|\sin \left(2 b_{i(\rho)} \eta(\rho)\right)\right|>\hat{c}_{1} / 2
$$

Using the double angle formula, we obtain

$$
\left|\sin \left(b_{i(\rho)} \eta(\rho)\right)\right|>\hat{c}_{1} / 4
$$

On the other hand, since $\theta \neq \pi m$, we have

$$
|\sin (x-\theta)|+|\sin (2 x-\theta)| \neq 0 \quad \text { for all } x \in \mathbb{R}
$$

Since this is a continuous periodic function, it is bounded away from zero by a constant $\hat{c}_{2}>0$ and so

$$
\left|\sin \left(b_{i(\rho)} \rho-\theta\right)\right|+\left|\sin \left(2 b_{i(\rho)} \rho-\theta\right)\right|>\hat{c}_{2} .
$$

Hence we have for either $\mathbf{b}(\rho)=\mathbf{b}_{i(\rho)}$ or $\mathbf{b}=2 \mathbf{b}_{i(\rho)}$,

$$
|\sin (b(\rho) \rho-\theta)|>\hat{c}_{2} / 2
$$

The result follows with $c_{2}=\hat{c}_{1} \hat{c}_{2} / 8$.

Theorem 7. Assume $\eta(\rho) \asymp 1$ and $d \not \equiv 3 \bmod 4$. Then

$$
\sigma_{1}(\rho, \eta(\rho)) \asymp \sigma_{2}(\rho, \eta(\rho)) \asymp \rho^{\frac{d-1}{2}} .
$$

Proof. The upper bound follows from Lemma 2. To get the lower bound, observe that $\theta \neq \pi m$ as $d \not \equiv 3 \bmod 4$. Hence for each $\rho$ we can pick $\mathbf{b}=\mathbf{b}(\rho)$ according to Lemma 6 . Then by Lemma 3

$$
\left|\hat{R}_{\rho, \eta(\rho)}(\mathbf{b}(\rho))\right|>c \rho^{\frac{d-1}{2}}
$$

since the trigonometric part of the first term on the right hand side of (2.2) is bounded away from zero by Lemma 6 and the second term is then negligible. The lower bound follows now from Lemma 2.

In the following theorem, the condition $\eta \asymp 1$ is replaced by a weaker condition: $\eta(\rho)$ does not have to be separated from zero but should not approach it too fast.

Theorem 8. Assume $\eta$ satisfies (2.7) and is bounded from above, and $d \equiv 3 \bmod 4$.
(1) For any $\delta>0$, there is a positive constants $c$ such that for all $\rho$ sufficiently large

$$
\rho^{\frac{d-1}{2}-\delta}<\sigma_{1}(\rho, \eta(\rho)) \leq \sigma_{2}(\rho, \eta(\rho))<c \rho^{\frac{d-1}{2}} .
$$

(2) There is a sequence $\rho_{n} \rightarrow \infty$ such that

$$
\sigma_{2}\left(\rho_{n}, \eta\left(\rho_{n}\right)\right)=\rho_{n}^{\frac{d-1}{2}}\left(\frac{\log \log \rho_{n}}{\log \rho_{n}}\right)^{\frac{1}{2 d}} O(1)=\rho_{n}^{\frac{d-1}{2}} o(1)
$$

that is, $\sigma_{1}(\rho, \eta(\rho)) \nsucc \rho^{\frac{d-1}{2}}$ and $\sigma_{2}(\rho, \eta(\rho)) \nsucc \rho^{\frac{d-1}{2}}$.
Proof. (1) The upper bound follows from Lemma 2. To get the lower bound, observe that since $d \equiv 3 \bmod 4$ we have $\theta=\pi m$ for some $m \in \mathbb{Z}$. Without loss of generality we assume that $\delta<1$ and let $0<\varepsilon<\frac{2 \delta}{d+1}$. For each $\rho$, we pick $\mathbf{b}=\mathbf{b}(\rho)$ according to Lemma 5. It follows from Lemma 3 that

$$
\begin{aligned}
\hat{R}_{\rho, \eta(\rho)}(\mathbf{b}(\rho)) & =-2 \sqrt{\frac{2}{\pi}}(2 \pi)^{\frac{d}{2}} \rho^{\frac{d-1}{2}} b(\rho)^{-\frac{d+1}{2}}(-1)^{m} \sin (b(\rho) \eta(\rho)) \sin (b(\rho) \rho) \\
& +\eta(\rho) \rho^{\frac{d-3}{2}} b(\rho)^{-\frac{d+1}{2}} O(1) .
\end{aligned}
$$

The trigonometric part of the first term on the right hand side is bounded away from zero by Lemma 5 and the second term is then negligible. This, together with the estimate $b(\rho) \leq \rho^{\varepsilon}$, implies that there is a constant $c_{1}>0$ such that for $\rho$ large enough

$$
\left|\hat{R}_{\rho, \eta(\rho)}(\mathbf{b})\right|>c_{1} \rho^{\frac{d-1}{2}-\varepsilon \frac{d+1}{2}}>\rho^{\frac{d-1}{2}-\delta} .
$$

The lower bound follows now from Lemma 2.
(2) The existence of such a sequence $\rho_{n}$ follows from the argument in the proof of Theorem 3.1 in [6]. Let $n \in \mathbb{N}$ and $M_{n}=\left\{b /(2 \pi): \mathbf{b} \in \Gamma^{*}, 0<b \leq n\right\}$. Lemma 3.4 from [6] states that for any set of reals $\left\{\alpha_{1}, \ldots, \alpha_{m}\right\}$ and any $Q \in \mathbb{N}$ there are integers $p_{1}, \ldots, p_{m}$ and $q$ with $Q \leq q<Q^{m+1}$ such that $\left|\alpha_{i} q-p_{i}\right|<Q^{-1}$ for all $i$. We apply this lemma to the set $M_{n}$. So for $Q=\sqrt{n}$ there is a natural number $\rho_{n}$ such that

$$
\begin{equation*}
n^{\frac{1}{2}} \leq \rho_{n}<n^{\frac{\# M_{n}+1}{2}} \tag{3.1}
\end{equation*}
$$

(by \# we denote the number of elements in the set) and

$$
\begin{equation*}
\left|\sin \left(b \rho_{n}\right)\right| \leq\left|\sin \left(2 \pi n^{-1 / 2}\right)\right| \leq 2 \pi n^{-1 / 2} \quad \text { for all } \mathbf{b} \in \Gamma^{*} \text { with } b \leq n \tag{3.2}
\end{equation*}
$$

Since $\eta(\cdot)$ is bounded from above, it follows from Lemma 3 that there is a constant $c_{1}$ such that

$$
\hat{R}_{\rho, \eta(\rho)}^{2}(\mathbf{b}) \leq c_{1} \rho^{d-1} b^{-d-1} \sin ^{2}(b \rho)+c_{1} \rho^{d-3} b^{-d-1}
$$

for all sufficiently large $\rho$ and all $\mathbf{b} \in \Gamma^{*} \backslash\{0\}$. Using Parseval's identity and (3.2) we obtain, for all $n$ large enough,

$$
\begin{align*}
\left\|R_{\rho_{n}, \eta\left(\rho_{n}\right)}\right\|_{2}^{2} & =\sum_{\mathbf{b} \in \Gamma^{*}} \hat{R}_{\rho_{n}, \eta\left(\rho_{n}\right)}^{2}(\mathbf{b})=\sum_{\mathbf{b} \in \Gamma^{*}, 0<b \leq n} \hat{R}_{\rho_{n}, \eta\left(\rho_{n}\right)}(\mathbf{b})+\sum_{\mathbf{b} \in \Gamma^{*}, b>n} \hat{R}_{\rho_{n}, \eta\left(\rho_{n}\right)}(\mathbf{b}) \\
& \leq c_{1} \rho_{n}^{d-1} \sum_{\mathbf{b} \in \Gamma^{*}, 0<b \leq n} b^{-d-1} \sin ^{2}\left(b \rho_{n}\right)+c_{1} \rho_{n}^{d-1} \sum_{\mathbf{b} \in \Gamma^{*}, b>n} b^{-d-1}+c_{1} \rho_{n}^{d-3} \sum_{\mathbf{b} \in \Gamma^{*} \backslash\{0\}} b^{-d-1} \\
& \leq c_{2} \rho_{n}^{d-1} n^{-1}+c_{2} \rho_{n}^{d-3} \leq c_{3} \rho_{n}^{d-1} n^{-1}, \tag{3.3}
\end{align*}
$$

with some positive constants $c_{2}, c_{3}$ since $\rho_{n} \geq \sqrt{n}$ by (3.1).
Finally, we use the second of the inequalities (3.1) and the estimate $\frac{\# M_{n}+1}{2} \leq\left(c_{4} n\right)^{d}$ with some $c_{4}>0$ to obtain

$$
\begin{equation*}
\log \rho_{n} \leq\left(c_{4} n\right)^{d} \log n \tag{3.4}
\end{equation*}
$$

for all large $n$. Consider the function $f(x)=c_{4} x(\log x)^{\frac{1}{d}}$. It is easy to see that its inverse satisfies $f^{-1}(y)=c_{4}^{-1} y(\log y)^{-\frac{1}{d}}(1+o(1))$ as $y \rightarrow \infty$. Using (3.4) and the monotonicity of $f$ for large values of the argument we obtain

$$
n \geq f^{-1}\left(\left(\log \rho_{n}\right)^{\frac{1}{d}}\right)=\left(\frac{\log \rho_{n}}{\log \log \rho_{n}}\right)^{\frac{1}{d}} O(1)
$$

for large $n$. Combining this with (3.3), we arrive at

$$
\left\|R_{\rho_{n}, \eta\left(\rho_{n}\right)}\right\|_{2}=\rho_{n}^{\frac{d-1}{2}}\left(\frac{\log \log \rho_{n}}{\log \rho_{n}}\right)^{\frac{1}{2 d}} O(1)
$$

for all large $n$. This completes the proof.

## 4. Annuli of width tending to infinity

In this section we are mainly interested in the case when $\eta(\rho) \rightarrow \infty$ and $\eta(\rho)=o(\rho)$, although the theorem below is proved for a slightly more general case. It turns out that in that case all dimensions are critical.

Theorem 9. Assume $\lim \sup _{\rho \rightarrow \infty} \eta(\rho)=\infty, \eta(\rho)=o(\rho)$, and $\eta$ satisfies (2.7).
(1) For any $\delta>0$, there is a positive constant $c$ such that for all $\rho$ sufficiently large

$$
\rho^{\frac{d-1}{2}-\delta}<\sigma_{1}(\rho, \eta(\rho)) \leq \sigma_{2}(\rho, \eta(\rho))<c \rho^{\frac{d-1}{2}} .
$$

(2) There is a sequence $\rho_{n} \rightarrow \infty$ such that

$$
\sigma_{2}\left(\rho_{n}, \eta\left(\rho_{n}\right)\right)=\rho_{n}^{\frac{d-1}{2}} o(1)
$$

that is, $\sigma_{1}(\rho, \eta(\rho)) \not \not \rho^{\frac{d-1}{2}}$ and $\sigma_{2}(\rho, \eta(\rho)) \not \not \rho^{\frac{d-1}{2}}$.
Proof. (1) The upper bound follows from Lemma 2. To get the lower bound, let $\varepsilon<\frac{2 \delta}{d+1}$ and, for each $\rho$, pick $\mathbf{b}=\mathbf{b}(\rho)$ according to Lemma 5. It follows from Lemma 3 that

$$
\begin{aligned}
\hat{R}_{\rho, \eta(\rho)}(\mathbf{b}(\rho)) & =-2 \sqrt{\frac{2}{\pi}}(2 \pi)^{\frac{d}{2}} \rho^{\frac{d-1}{2}} b(\rho)^{-\frac{d+1}{2}} \sin (b(\rho) \eta(\rho)) \sin (b(\rho) \rho-\theta) \\
& +\eta(\rho) \rho^{\frac{d-3}{2}} b(\rho)^{-\frac{d+1}{2}} O(1) .
\end{aligned}
$$

The trigonometric part of the first term on the right hand side is bounded away from zero by Lemma 5 and the second term is then negligible. This, together with the estimate $b(\rho) \leq \rho^{\varepsilon}$, implies that there is a constant $c_{1}>0$ such that for $\rho$ large enough

$$
\left|\hat{R}_{\rho, \eta(\rho)}(\mathbf{b})\right|>c_{1} \rho^{\frac{d-1}{2}-\varepsilon \frac{d+1}{2}}>\rho^{\frac{d-1}{2}-\delta} .
$$

The lower bound follows now from Lemma 2.
(2) The existence of such a sequence $\rho_{n}$ is proved similarly to Theorem 3.1 in [6]. Let $n \in \mathbb{N}$ and $M_{n}=\left\{b /(2 \pi): \mathbf{b} \in \Gamma^{*}, 0<b \leq n\right\}$. Lemma 3.4 from [6] states that for any set of reals $\left\{\alpha_{1}, \ldots, \alpha_{m}\right\}$ and any $Q \in \mathbb{N}$ there are integers $p_{1}, \ldots, p_{m}$ and $q$ with $Q \leq q<Q^{m+1}$ such that $\left|\alpha_{i} q-p_{i}\right|<Q^{-1}$ for all $i$. We apply this lemma to the set $M_{n}$, choosing the corresponding natural numbers $Q_{n}$ in such a way that $Q_{n} \rightarrow \infty$. Then, for each $n$, there is a natural number $q_{n} \geq Q_{n}$ such that

$$
\begin{equation*}
\left|\sin \left(b q_{n}\right)\right| \leq\left|\sin \left(2 \pi Q_{n}^{-1}\right)\right| \leq 2 \pi Q_{n}^{-1} \quad \text { for all } \mathbf{b} \in \Gamma^{*} \text { with } b \leq n \tag{4.1}
\end{equation*}
$$

Since $\eta$ is continuous and $\lim \sup _{\rho \rightarrow \infty} \eta(\rho)=\infty$, for all $n$ large enough there is $\rho_{n}$ such that $\eta\left(\rho_{n}\right)=q_{n}$. Obviously, $\rho_{n} \rightarrow \infty$.

It follows from Lemma 3 that there is a constant $c_{1}$ such that

$$
\hat{R}_{\rho, \eta(\rho)}^{2}(\mathbf{b}) \leq c_{1} \rho^{d-1} b^{-d-1} \sin ^{2}(b \eta(\rho))+c_{1} \eta(\rho)^{2} \rho^{d-3} b^{-d-1}
$$

for all sufficiently large $\rho$ uniformly in $b \in \Gamma^{*} \backslash\{0\}$. Using Parseval's identity and (4.1) we obtain, for all $n$ large enough,

$$
\begin{aligned}
\left\|R_{\rho_{n}, \eta\left(\rho_{n}\right)}\right\|_{2}^{2} & =\sum_{\mathbf{b} \in \Gamma^{*}} \hat{R}_{\rho_{n}, \eta\left(\rho_{n}\right)}^{2}(\mathbf{b})=\sum_{\mathbf{b} \in \Gamma^{*}, 0<b \leq n} \hat{R}_{\rho_{n}, \eta\left(\rho_{n}\right)}(\mathbf{b})+\sum_{\mathbf{b} \in \Gamma^{*}, b>n} \hat{R}_{\rho_{n}, \eta\left(\rho_{n}\right)}(\mathbf{b}) \\
& \leq c_{1} \rho_{n}^{d-1} \sum_{\mathbf{b} \in \Gamma^{*}, 0<b \leq n} b^{-d-1} \sin ^{2}\left(b \eta\left(\rho_{n}\right)\right) \\
& +c_{1} \rho_{n}^{d-1} \sum_{\mathbf{b} \in \Gamma^{*}, b>n} b^{-d-1}+c_{1} \eta(\rho)^{2} \rho_{n}^{d-3} \sum_{\mathbf{b} \in \Gamma^{*} \backslash\{0\}} b^{-d-1} \\
& \leq c_{2} \rho_{n}^{d-1}\left(Q_{n}^{-2}+n^{-1}+\eta(\rho)^{2} / \rho^{2}\right)=\rho_{n}^{d-1} o(1),
\end{aligned}
$$

with some positive constant $c_{2}$.

## 5. Annuli of width tending to zero

In this section we study the case when $\eta(\rho)$ tends to zero. In this regime, we are only able to deal with $\sigma_{2}(\rho, \eta)$. We prove an upper bound for it in Lemma 10 and then show in Theorem 11 that the dimensions $d \not \equiv 3 \bmod 4$ are non-critical. Then in Theorem 13 we prove that the dimensions $d \equiv 3 \bmod 4$ are critical if $\eta$ goes to zero slowly, but these dimensions are non-critical, if $\eta$ goes to zero sufficiently quickly.

Lemma 10. Assume $\eta(\rho) \rightarrow 0$ as $\rho \rightarrow \infty$. Then there is a positive constant c such that for all $\rho$ large enough

$$
\sigma_{2}(\rho, \eta(\rho))<c \rho^{\frac{d-1}{2}} \eta(\rho)^{\frac{1}{2}}
$$

Proof. It follows from Lemma 3 that there is a constant $c_{1}$ such that

$$
\hat{R}_{\rho, \eta(\rho)}^{2}(\mathbf{b}) \leq c_{1} \rho^{d-1} b^{-d-1} \sin ^{2}(b \eta(\rho))+c_{1} \eta(\rho)^{2} \rho^{d-3} b^{-d-1} .
$$

Using Parseval's identity and the inequality $|\sin (x)| \leq|x|$ we obtain

$$
\begin{aligned}
\left\|R_{\rho, \eta(\rho)}\right\|_{2}^{2} & =\sum_{\mathbf{b} \in \Gamma^{*}} \hat{R}_{\rho, \eta(\rho)}^{2}(\mathbf{b})=\sum_{\mathbf{b} \in \Gamma^{*}, 0<b \leq 1 / \eta(\rho)} \hat{R}_{\rho, \eta(\rho)}^{2}(\mathbf{b})+\sum_{\mathbf{b} \in \Gamma^{*}, b>1 / \eta(\rho)} \hat{R}_{\rho, \eta(\rho)}^{2}(\mathbf{b}) \\
& \leq c_{1} \rho^{d-1} \eta(\rho)^{2} \sum_{\mathbf{b} \in \Gamma^{*}, 0<b \leq 1 / \eta(\rho)} b^{-d+1}+c_{1} \rho^{d-1} \sum_{\mathbf{b} \in \Gamma^{*}, b>1 / \eta(\rho)} b^{-d-1}+c_{1} \rho^{d-3} \eta(\rho)^{2} \sum_{\mathbf{b} \in \Gamma^{*} \backslash\{0\}} b^{-d-1} \\
& =c_{2} \rho^{d-1} \eta(\rho)+c_{2} \rho^{d-3} \eta(\rho)^{2} .
\end{aligned}
$$

The observation that $\eta(\rho)^{2}=o(\eta(\rho))$ completes the proof.

Theorem 11. Assume $\eta(\rho) \rightarrow 0$ as $\rho \rightarrow \infty$ and $d \not \equiv 3 \bmod 4$. Then

$$
\sigma_{2}(\rho, \eta(\rho)) \asymp \rho^{\frac{d-1}{2}} \eta(\rho)^{\frac{1}{2}} .
$$

Proof. The upper bound follows from Lemma 10. To prove the lower bound we use the fact that $d \not \equiv 3 \bmod 4$.

It follows from Lemma 3 that

$$
\hat{R}_{\rho, \eta(\rho)}^{2}(\mathbf{b}) \geq \frac{8}{\pi^{2}}(2 \pi)^{d} \rho^{d-1} b^{-d-1} \sin ^{2}(b \eta(\rho)) \sin ^{2}(b \rho-\theta)-\rho^{d-2} b^{-d-1} \eta(\rho) O(1)
$$

uniformly in $\mathbf{b} \in \Gamma^{*} \backslash\{0\}$. For all $\mathbf{b} \in \Gamma^{*} \backslash\{0\}$ satisfying $b<1 / \eta(\rho)$ we have $|\sin (b \eta(\rho))| \geq$ $\frac{1}{2} b \eta(\rho)$. Hence

$$
\hat{R}_{\rho, \eta(\rho)}^{2}(\mathbf{b}) \geq \frac{2}{\pi^{2}}(2 \pi)^{d} \rho^{d-1} b^{-d+1} \eta(\rho)^{2} \sin ^{2}(b \rho-\theta)-\rho^{d-2} b^{-d-1} \eta(\rho) O(1)
$$

uniformly for those $\mathbf{b}$.
Since $d \not \equiv 3 \bmod 4$ we have $\theta \neq \pi m$ for any $m \in \mathbb{Z}$ and so

$$
\sin ^{2}(x-\theta)+\sin ^{2}(2 x-\theta) \neq 0 \quad \text { for all } x \in \mathbb{R}
$$

Since this is a continuous periodic function, it is bounded away from zero.
Using Parseval's identity we get

$$
\begin{aligned}
& \left\|R_{\rho, \eta(\rho)}\right\|_{2}^{2}=\sum_{\mathbf{b} \in \Gamma^{*}} \hat{R}_{\rho, \eta(\rho)}^{2}(\mathbf{b}) \geq 1 / 2 \sum_{\mathbf{b} \in \Gamma^{*}, 0<b<1 / \eta(\rho)}\left(\hat{R}_{\rho, \eta(\rho)}^{2}(\mathbf{b})+\hat{R}_{\rho, \eta(\rho)}^{2}(2 \mathbf{b})\right) \\
& =\frac{1}{\pi^{2}}(2 \pi)^{d} \rho^{d-1} \eta(\rho)^{2} \sum_{\mathbf{b} \in \Gamma^{*}, 0<b<1 / \eta(\rho)}\left(b^{-d+1} \sin ^{2}(b \rho-\theta)+(2 b)^{-d+1} \sin ^{2}(2 b \rho-\theta)\right)-\rho^{d-2} \eta(\rho) O(1) \\
& \geq 2 \pi^{d-2} \rho^{d-1} \eta(\rho)^{2} \sum_{\substack{\mathbf{b} \in \Gamma^{*}, 0<b<1 / \eta(\rho)}} b^{-d+1}\left(\sin ^{2}(b \rho-\theta)+\sin ^{2}(2 b \rho-\theta)\right)-o\left(\rho^{d-1} \eta(\rho)\right) \\
& \geq c_{1} \rho^{d-1} \eta(\rho)^{2} \sum_{\mathbf{b} \in \Gamma^{*}, 0<b<1 / \eta(\rho)} b^{-d+1}-o\left(\rho^{d-1} \eta(\rho)\right) \\
& \geq c_{2} \rho^{d-1} \eta(\rho)-o\left(\rho^{d-1} \eta(\rho)\right)
\end{aligned}
$$

which some positive constants $c_{1}, c_{2}$.
For each $\alpha \in(0,1 / 2)$ and $r>0$, denote

$$
\mathcal{B}_{\alpha}(r, \rho)=\left\{\mathbf{a} \in \Gamma^{*}: r<a<2 r \text { and } \omega[a \rho] \geq \alpha\right\} .
$$

Lemma 12. Let $r$ be a function of $\rho$ such that, as $\rho \rightarrow \infty$, either $r(\rho) \rho^{-\gamma} \rightarrow \infty$ for all $\gamma$ or $r(\rho) \asymp \rho^{\gamma}$ for some $\gamma>0$. Then there is $\alpha \in(0,1 / 2)$ and $c \in(0, \pi / 4)$ such that

$$
\# \mathcal{B}_{\alpha}(c r(\rho), \rho) \asymp r(\rho)^{d}
$$

Proof. For each $\alpha \in(0,1 / 2), c \in(0, \pi / 4)$ and $m \in \mathbb{N}$, denote

$$
\begin{aligned}
\mathcal{A}_{\alpha, c, m}(\rho)=\left\{\mathbf{a} \in \Gamma^{*}: \operatorname{cr}(\rho)<a<2 \operatorname{cr}(\rho)\right. & \text { and at least one of the points } \mathbf{a}+k \mathbf{e}_{1}, 0 \leq k \leq m, \\
& \text { satisfies } \left.\omega\left[\left|\mathbf{a}+k \mathbf{e}_{1}\right| \rho\right] \geq \alpha\right\} .
\end{aligned}
$$

It is sufficient to show that there are parameters $\alpha \in(0,1 / 2), c \in(0, \pi / 4)$ and $m \in \mathbb{N}$ such that $\# \mathcal{A}_{\alpha, c, m}(\rho) \asymp r(\rho)^{d}$.

Denote $\theta=\frac{\left\langle\mathbf{a}, \mathbf{e}_{\mathbf{e}}\right\rangle}{|\mathbf{a}| \mathbf{e}_{\mathbf{e}} \mid} \in[-1,1]$. Compute

$$
\left|\mathbf{a}+k \mathbf{e}_{1}\right|=\sqrt{a^{2}+2 k a\left|\mathbf{e}_{1}\right| \theta+k^{2}\left|\mathbf{e}_{1}\right|^{2}}=a g_{\theta}\left(k\left|\mathbf{e}_{1}\right| / a\right)=\sum_{i=0}^{\infty} b_{i}(\theta) k^{i}\left|\mathbf{e}_{1}\right|^{i} a^{1-i}
$$

according to Lemma 4.
Put $m=1$ if $r(\rho) \rho^{-\gamma} \rightarrow \infty$ for all $\gamma>0$ and $1 / \gamma<m \leq 1 / \gamma+1$ if $r(\rho) \asymp \rho^{\gamma}$. Consider

$$
\sum_{k=0}^{m} c_{k}\left|\mathbf{a}+k \mathbf{e}_{1}\right|=\sum_{i=0}^{\infty} a^{1-i} b_{i}(\theta)\left|\mathbf{e}_{1}\right|^{i} \sum_{k=0}^{m} c_{k} k^{i}
$$

and choose the coefficients $c_{k}, 0 \leq k \leq m$, in such a way that the first $m$ leading terms in the decomposition disappear. To do so, we need to solve the linear system $\sum_{k=0}^{m} c_{k} k^{i}=0,0 \leq i \leq$ $m-1$, of $m$ equations in $m+1$ variables. Since the system has integer coefficients it has an integer non-zero solution $c_{k}, 0 \leq k \leq m$. Moreover, since the Wandermonde matrix is non-degenerated, we have

$$
\left|\mathbf{e}_{1}\right|^{m} \sum_{k=0}^{m} c_{k} k^{m}=: C \neq 0
$$

We have

$$
\begin{align*}
& \rho \sum_{k=0}^{m} c_{k}\left|\mathbf{a}+k \mathbf{e}_{1}\right|=\rho \sum_{i=0}^{\infty} a^{1-i} b_{i}(\theta)\left|\mathbf{e}_{1}\right|^{i} \sum_{k=0}^{m} c_{k} k^{i}  \tag{5.1}\\
& =C \rho a^{1-m} b_{m}(\theta)+O\left(\rho a^{-m}\right)=C \rho a^{1-m} b_{m}(\theta)+o(1),
\end{align*}
$$

where the remainder estimate is uniform in $\theta$.
Let $\alpha>0$ be such that $\alpha \sum_{k=0}^{m}\left|c_{k}\right|<1 / 8$.
If all points $\mathbf{a}+k \mathbf{e}_{1}, 0 \leq k \leq m$, satisfy $\omega\left[\left|\mathbf{a}+k \mathbf{e}_{1}\right| \rho\right]<\alpha$ then by the triangle inequality and since all $c_{k}$ are integers one has

$$
\omega\left[\rho \sum_{k=0}^{m} c_{k}\left|\mathbf{a}+k \mathbf{e}_{1}\right|\right] \leq \sum_{k=0}^{m}\left|c_{k}\right| \omega\left[\left|\mathbf{a}+k \mathbf{e}_{1}\right| \rho\right]<1 / 8 .
$$

Hence it suffices to show that there is $c \in(0, \pi / 4)$ such that

$$
\#\left\{\mathbf{a} \in \Gamma^{*}: \operatorname{cr}(\rho)<a<2 \operatorname{cr}(\rho), \omega\left[\rho \sum_{k=0}^{m} c_{k}\left|\mathbf{a}+k \mathbf{e}_{1}\right|\right] \geq 1 / 8\right\} \asymp r(\rho)^{d}
$$

which, according to (5.1), would follow from

$$
\#\left\{\mathbf{a} \in \Gamma^{*}: c r(\rho)<a<2 \operatorname{cr}(\rho), \omega\left[C \rho a^{1-m} b_{m}(\theta)\right]>1 / 4\right\} \asymp r(\rho)^{d} .
$$

Obviously, the condition $\omega\left[C \rho a^{1-m} b_{m}(\theta)\right]>1 / 4$ is equivalent to

$$
\begin{equation*}
\pi n+\pi / 4<C \rho a^{1-m} b_{m}(\theta)<\pi n+3 \pi / 4 \quad \text { for some } n \in \mathbb{Z} \tag{5.2}
\end{equation*}
$$

Since $b_{m}$ is a polynomial of degree $m \geq 1$ it is non-constant and so we can assume without loss of generality (as we can reflect it with respect to the coordinate axes, if necessary) that there are intervals $[p, q] \subset[-1,1]$ and $[P, Q] \subset(0, \infty)$ such that $b_{m}:[p, q] \rightarrow[P, Q]$ is an increasing bijection. Denote by $b_{m}^{-1}$ the inverse of $b_{m}$ from $[P, Q]$ to $[p, q]$.

Observe that (5.2) follows from the set of conditions

$$
\begin{align*}
& \frac{\pi(n+1 / 4) a^{m-1}}{C \rho}>P, \frac{\pi(n+3 / 4) a^{m-1}}{C \rho}<Q \\
& b_{m}^{-1}\left(\frac{\pi(n+1 / 4) a^{m-1}}{C \rho}\right)<\theta<b_{m}^{-1}\left(\frac{\pi(n+3 / 4) a^{m-1}}{C \rho}\right) . \tag{5.3}
\end{align*}
$$

Let us denote by $\mathcal{S}$ the set of points satisfying (5.3). We need to find a lower bound for $\#\left(\mathcal{S} \cap \Gamma^{*}\right)$. Let us also denote by $\tilde{\mathcal{S}}$ the set of points satisfying

$$
\begin{align*}
& \frac{\pi(n+1 / 4) a^{m-1}}{C \rho}>P, \frac{\pi(n+3 / 4) a^{m-1}}{C \rho}<Q, \\
& b_{m}^{-1}\left(\frac{\pi(n+2 / 5) a^{m-1}}{C \rho}\right)<\theta<b_{m}^{-1}\left(\frac{\pi(n+3 / 5) a^{m-1}}{C \rho}\right) . \tag{5.4}
\end{align*}
$$

A little thought shows that $\tilde{\mathcal{S}}$ is a subset of $\mathcal{S}$; moreover, the distance from each point of $\tilde{\mathcal{S}}$ to the complement of $\mathcal{S}$ is at least $\operatorname{diam}\left(\mathcal{O}^{*}\right)$ (for large enough $\rho$ ). Therefore, a standard covering argument implies that

$$
\begin{equation*}
\#\left(\mathcal{S} \cap \Gamma^{*}\right) \leq \frac{\operatorname{vol}(\tilde{\mathcal{S}})}{\operatorname{vol}\left(\mathcal{O}^{*}\right)} \tag{5.5}
\end{equation*}
$$

Now let us estimate the RHS of (5.5). For each $a$ such that $\operatorname{cr}(\rho)<a<2 \operatorname{cr}(\rho)$ the number $M(a, \rho)$ of admissible integers $n$ (i.e. integers $n$ satisfying the first two conditions in (5.4)) can be estimated by

$$
\begin{equation*}
M(a, \rho) \geq \pi^{-1}(Q-P) C \rho a^{1-m}-3 / 2 \geq \pi^{-1}(Q-P) C \rho(2 c r(\rho))^{1-m}-3 / 2 . \tag{5.6}
\end{equation*}
$$

If $m \neq 1 / \gamma+1$ then we pick any $c \in(0, \pi / 4)$. Since the expression in the right hand side of (5.6) tends to infinity with $\rho$, there is $\kappa_{1}>0$ such that $M(a, \rho)>\kappa_{1} \rho r(\rho)^{1-m}$. If $m=1 / \gamma+1$ we pick $c \in(0, \pi / 4)$ so small that $M(a, \rho) \geq 1$.

Each admissible $n$ gives an interval of values of $\theta$ via the last inequality in (5.4), and by the mean value theorem there is a constant $\kappa_{1}$ (depending only on the polynomial $b_{m}$ ) such that the
lengths of all those intervals are bounded below by $\kappa_{1} \rho^{-1} a^{m-1}$. Each such interval corresponds to belts of widths greater than $\kappa_{2} \rho^{-1} a^{m} \rightarrow \infty$ (with some $\kappa_{2}>0$ ) on the sphere of radius $a$. The total width of all belts is bounded below by $M(a, \rho) \kappa_{2} \rho^{-1} a^{m}$, and thus is bounded below by $\kappa_{3} r$ for some $\kappa_{3}>0$. This implies that the admissible area of each sphere of radius $a$ is proportional to the area of the sphere, and so the admissible volume of the annulus $\operatorname{cr}(\rho)<a<2 \operatorname{cr}(\rho)$ is proportional to the volume of the whole annulus. Thus,

$$
\operatorname{vol}(\tilde{\mathcal{S}}) \asymp r(\rho)^{d}
$$

which completes the proof.

Theorem 13. Assume $\eta(\rho) \rightarrow 0$ as $\rho \rightarrow \infty$ and $d \equiv 3 \bmod 4$.
(1) If $\eta(\rho) \rho^{\gamma} \rightarrow 0$ for all $\gamma>0$ or $\eta(\rho) \asymp \rho^{-\gamma}$ for some $\gamma>0$ then

$$
\sigma_{2}(\rho, \eta(\rho)) \asymp \rho^{\frac{d-1}{2}} \eta(\rho)^{\frac{1}{2}} .
$$

(2) If $\eta(\rho) \rho^{\gamma} \rightarrow \infty$ for all $\gamma>0$ then for any $\delta>0$ there is a positive constant $c$ such that for all $\rho$ sufficiently large

$$
\rho^{\frac{d-1}{2}-\delta}<\sigma_{2}(\rho, \eta(\rho))<c \rho^{\frac{d-1}{2}} \eta(\rho)^{\frac{1}{2}} .
$$

If

$$
\begin{equation*}
\eta(\rho)\left(\frac{\log \rho}{\log \log \rho}\right)^{\frac{1}{d}} \rightarrow \infty \quad \text { as } \quad \rho \rightarrow \infty \tag{5.7}
\end{equation*}
$$

then there is a sequence $\rho_{n} \rightarrow \infty$ such that

$$
\sigma_{2}\left(\rho_{n}, \eta\left(\rho_{n}\right)\right)=\rho_{n}^{\frac{d-1}{2}} \eta\left(\rho_{n}\right)^{\frac{1}{2}} o(1)
$$

that is, $\sigma_{2}(\rho, \eta(\rho)) \not \not \rho^{\frac{d-1}{2}} \eta(\rho)^{\frac{1}{2}}$
Proof. Observe that the upper bound in both statements has been proved in Lemma 10, and the lower bound in (2) has been proved in Theorem 8, as its assumption (2.7) is satisfied. So it suffices to prove the lower bound in (1) and construct a sequence $\rho_{n}$.
(1) Since $d \equiv 3 \bmod 4$ we have $\theta=\pi m$ for some $m \in \mathbb{Z}$. It follows from Lemma 3 that, for some constants $c_{1}, c_{2}>0$,

$$
\hat{R}_{\rho, \eta(\rho)}^{2}(\mathbf{b}) \geq c_{1} \rho^{d-1} b^{-d-1} \sin ^{2}(b \eta(\rho)) \sin ^{2}(b \rho)-c_{2} \rho^{d-2} b^{-d-1} \eta(\rho)
$$

uniformly in $\mathbf{b} \in \Gamma^{*} \backslash\{0\}$.
Let $r(\rho)=1 / \eta(\rho)$. By Lemma 12 there is $\alpha \in(0,1 / 2)$ and $c_{3} \in(0, \pi / 4)$ such that $\left|\mathcal{B}_{\alpha}\left(c_{3} r(\rho), \rho\right)\right| \asymp r(\rho)^{d}$. Observe that for any $\mathbf{b} \in \mathcal{B}_{\alpha}\left(c_{3} r(\rho), \rho\right)$ we have $0<c_{3} \leq b \eta(\rho) \leq$
$2 c_{3}<\pi / 2$ and so $\sin (b \eta(\rho)) \geq \frac{2}{\pi} b \eta$. Further, any $\mathbf{b} \in \mathcal{B}_{\alpha}\left(c_{3} r(\rho), \rho\right)$ satisfies $\omega[b \rho] \geq \alpha$ and so $\sin ^{2}(b \rho) \geq c_{4}$ for some $c_{4}>0$. Using Parseval's identity we obtain

$$
\begin{aligned}
\left\|R_{\rho, \eta(\rho)}\right\|_{2}^{2} & =\sum_{\mathbf{b} \in \Gamma^{*}} \hat{R}_{\rho, \eta(\rho)}^{2}(\mathbf{b}) \geq \sum_{\mathbf{b} \in \mathcal{B}_{\alpha}\left(c_{3} r(\rho), \rho\right)} \hat{R}_{\rho, \eta(\rho)}^{2}(\mathbf{b}) \\
& \geq c_{5} \rho^{d-1} \eta(\rho)^{2} \sum_{\mathbf{b} \in \mathcal{B}_{\alpha}\left(c_{3} r(\rho), \rho\right)} b^{-d+1}-\rho^{d-2} \eta(\rho) O(1) \\
& \geq c_{6} \rho^{d-1} \eta(\rho)^{2} \sum_{\mathbf{b} \in \Gamma^{*}, c_{3} r(\rho)<b<2 c_{3} r(\rho)} b^{-d+1}-o\left(\rho^{d-1} \eta(\rho)\right) \\
& \geq c_{7} \rho^{d-1} \eta(\rho)^{2} r(\rho)+o\left(\rho^{d-1} \eta(\rho)\right)=c_{7} \rho^{d-1} \eta(\rho)+o\left(\rho^{d-1} \eta(\rho)\right)
\end{aligned}
$$

with some positive constants $c_{5}, c_{6}, c_{7}$.
(2) Consider the sequence $\rho_{n}$ constructed in Theorem 8. Since its assumption (2.7) on $\eta$ is satisfied we have

$$
\left\|R_{\rho_{n}, \eta\left(\rho_{n}\right)}\right\|_{2}=\rho_{n}^{\frac{d-1}{2}}\left(\frac{\log \log \rho_{n}}{\log \rho_{n}}\right)^{\frac{1}{2 d}} O(1)=\rho_{n}^{\frac{d-1}{2}} \eta\left(\rho_{n}\right)^{\frac{1}{2}} o(1)
$$

due to (5.7).
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[^0]:    ${ }^{1}$ Corresponding author. E-mail: leonid@math.ucl.ac.uk

[^1]:    ${ }^{2}$ There was a mistake here: $k$ should not be equal to zero, othervise the polynomials degenerate.

