OPERATOR THEORY
Solution VI

1. Prove that the norm || ||, on {?, p # 2, is not induced by an inner product.
(Hint: Prove that for x = (1,1,0,...) € I? and y = (1,—1,0,...) € [P the
parallelogram law fails.)
Solution
It is easy to see that
lz+ylp=2=llz=ylp llll, =2 = |yl
Hence the parallelogram law
=+ yll* + llz = ylI* = 2|z ]* + [ly[I*)

is equivalent to 8 =4 - 2%/ ie. to p = 2. So, if p # 2, the parallelogram law
fails, i.e. the norm || - ||, is not induced by an inner product.

2. Prove that the norm || - ||,, p # 2 on C(][0, 1]) is not induced by an inner
product. (Hint: Prove that for functions f(t) =1/2 —t and

= {12t o<y,
=V t—1/2 if1/2<t<1,

the parallelogram law fails).

Solution
We have
Cf1-2 if0o<t<1/2,
f(t)Jrg(t)_{o if1/2<t<1,

{0 ifo<t<1/2,
f(t)_g<t>_{ 1-2t if1/2<t<1,



1/2 1/p
If+all,= (/0 (1—2t)pdt) —m7

1 1/p 1 1/p
If = gll, = (/ 1- 2t!pdt) = </ (2t — 1)%) =
1/2 1/2

-
2(p+1)ve’

171l = (/ /2 t|pdt)1/p _
([ e [~ i)

1

2p+ /P = llgll, -

Hence the parallelogram law is equivalent to 2272/ =1, i.e. to p = 2. So,
if p # 2, the parallelogram law fails, i.e. the norm || - ||, is not induced by an
inner product.

3. Let {e,}nen be an orthonormal set in an inner product space H. Prove
that

Dol ey en) < lzllliyll, Yoy € H.

n=1

Solution

Using the Cauchy—-Schwarz inequality for [? and Bessel’s inequality for H we
obtain

- 12/ o 1/2
S (e y,en1<(zwen ) (zuy,enw) < el
n=1 n=1



4. Prove that in a complex inner product space H the following equalities
hold:

N
1 : .
_ N E |CL’ + 627rzlc/Ny||2627rzk/N for N > 3,
k=1

—_

27
(x,y) = %/ |z + ei9y||26wd9, Va,y € H.
0

Solution

N N
1 2mik /N, 112 27ik/N __ 1 2mik /N 2mik /N 2mik /N __
N;Hx—ke yll“e —N;(:E+e y,r+e y)e =

N
1 T i i
3 2 (Il 4 (g, 2)e ™Y () + g =

k=1
1 26271'1'(N4r1)/N _ 6271'1'/N 1 647ri(N+1)/N _ 647ri/N
Sl e ) e + (50) +
1 2627ri(N+1)/N _ e27ri/N
P = (.9),
since e?™/N £ 1 and e*™/N £ 1 for N > 3.
Similarly
2w 2 ] ] ]
—/ 2+ e“y||*e”do = —/ z+ ey, x4 ey)e?dh =

1 1 o
el [ e L) [T e an s ey o
2 0 2 0 2m 0
2
2 10
— do = :
sl [ et = )

5. Show that A+t = spanA for any subset of a Hilbert space.

Solution



Claim I: For any subset M of a Hilbert space ‘H the orthogonal complement
M+ is a closed linear subspace of H (see Proposition 3.15(i)). Indeed, if
21,29 € M+, then

(Q{,Zl +Bz2ay) = O'/(Zlvy> +ﬁ(227y) :a0+ﬁ0 = 07 \V/y € M7 VQ{,ﬁ eF

and hence, az; + 820 € M*. So, M+ is a linear subspace of H.
Suppose z € CI(M*). Then there exist z, € M+, n € N such that z, — z
as n — +00. Therefore

(z,y) = lirf (zn,y) = liril 0=0, Yye M,

i.e. z € M*. Thus M~ is a closed linear subspace of H.
Claim II: A C A*+ (see Proposition 3.15(ii)). Indeed, for any z € A we have

(z,y) = (y,2) =0, Vye A",

ie. x e A

Since A+t = (A1)t is a closed linear subspace of H, we obtain
spanA C At
Now, take any x € A+, Since H = spanA @ (spanA)t, we have
r=2z+y, z€spand, y <€ (spand)’,

and therefore, (z,y) = (z,y) + ||y||?>. Since y € AL, we obtain 0 = ||y||?, i.e.
y=0,ie x=zie x¢€spanA. Consequently A+ C spanA. Finally,

At = spanA.

6. Let M and N be closed subspaces of a Hilbert space. Show that
(M +N)t=M+NNt (MNN)t=C(Mt+ NLY).

Solution



Let z € (M 4+ N)*, ie.
(z,x+y)=0, Ve e M, Yye N. (1)
Taking x = 0 or y = 0 we obtain
(z,2) =0, Ve e M, (z,y)=0, Vy €N, (2)

ie. z€ M+ NN+ Hence (M + N)t c M+*nN*.
Suppose now z € M+ N N+ ie. (2) holds. Then obviously, (1) holds, i.e
z € (M + N)*+. Therefore M+ N N+ c (M + N)*. Thus

(M +N):-=M-nN*- (3)

Writing (3) for M+ and N* instead of M and N and using Exercise 5, we
obtain
(M* 4+ NHt = M> NN =M N,

since M and N are closed linear subspaces. Taking the orthogonal com-
plements of the LHS and the RHS and using Exercise 5 again, we arrive
at

Cl(M* + N*) = (MnN)*,

since M+ 4+ N* is a linear subspace.

7. Show that M := {z = (z,) € [*: z3, =0, Vn € N} is a closed subspace
of I2. Find M+,

Solution

Take any x,y € M. It is clear that for any o, 5 € F

(ax + BY)an = oy + Pyon, =0,

i.e. ax + By € M. Hence M is a linear subspace of [2. Let us prove that it
is closed.
Take any x € C1(M). There exist #* € M such that 2*) — x as k — +o0.

Since xg:;) = 0, we obtain

To, = lim xg;) =0,

k—-+o00

5



i.e. £ € M. Hence M is closed.

Further,
zeEMF = (2,0)=0,YVrEM <+
iz%“m =0 forall z9,y1 €F, neN,
n=0
such that i |Tonia|? < +oo0 =
n:;nﬂ =0, Vn=0,1,...
Therefore
M*+={z=(z,)€®: 2,01=0,Vn=0,1,...}.
8. Show that vectors xq,...,zy in an inner product space H are linearly

independent iff their Gram matriz (a;i)—, = ((z&, ;) -, is nonsingular,
i.e. iff the corresponding Gram determinant det((xy, z;)) does not equal zero.
Take an arbitrary = € H and set b; = (z,z;). Show that, whether or not z;
are linearly independent, the system of equations

N
Zajka:bj, ]: 1,...,N,
k=1

is solvable and that for any solution (cy,...,cy) the vector Zjvzl c;x; is the
nearest to x point of lin{zy, ..., zx}.
Solution

Let ¢q,...,cy € F. 1t is clear that

N N
chxk:(] = (chxk,y> =0, Yy € lin{xy,...,2n} <—
k=1

k=1

N N
(chxk,a:j>:0, Vi=1,....N <— Zajkck:(), Vi=1,...,N.
k=1 k=1



Therefore

the vectors zy,...,xy are linearly independent <=
N
chxkzo ifft q=--=cy=0 <=
k=1
N
the system Z a;rcy, =0, 7=1,..., N has only
k=1
the trivial solution ¢; = - =¢cy =0 <—

det((xy, x;)) = det(a,i) # 0.

For any x € H and b; = (z,z;), j=1,..., N we have

N
the vector Z cpxy is the nearest to x point of
k=1
lin{zy,...,zn} <=

N
x — chxk € lin{z,...,any}" <=
k=1

N
(m—chxk,xj> =0,9=1,...,.N <=

k=1
N

Zajka:bj, j: 1,...,N.
k=1



